
Francesco Pandolfi

INFN Rome


University of Birmingham

20.01.2021

Carbon Nanostructures  
for Directional Light Dark Matter Detection



Carbon Nanostructures for Dark Matter, 20.01.21Francesco Pandolfi

85% of the Matter of the Universe Unaccounted For
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The Rise of the ΛCDM Model

❖ In ΛCDM, dark matter is:


• Massive


• Electrically neutral


• Not self-interacting (‘cold’)


• Gravitationally interacting with ordinary matter


❖ Primordial fluctuations in DM density → virial wells


• ‘Seeds’ for galaxies


❖ On Earth: DM ‘wind’ from Cygnus constellation


• Non-relativistic speed (vDM ~ 10-3 c)
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The WIMP and Its ‘Miracle’
❖ For correct relic abundance Ωd ~ 0.12 after ‘freeze-out’, one needs: ⟨σv⟩ ~ 1 pb


• Which is exactly what one gets for a 100 GeV particle with electroweak couplings


❖ In WIMP paradigm dark matter is:


• Massive (M ~ 100 GeV)


• Electrically neutral


• Not self-interacting (‘cold’)


• Gravitationally interacting with ordinary matter


✓Weakly interacting with ordinary matter
4
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… Yet We Didn’t Find the WIMP
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18 26. Dark Matter

sections, and Figure 26.1 shows the best constraints for SI couplings in the cross section versus DM
mass parameter space, above masses of 0.3 GeV.

Figure 26.1: Upper limits on the SI DM-nucleon cross section as a function of DM mass.

26.7 Astrophysical detection of dark matter
DM as a microscopic constituent can have measurable, macroscopic e�ects on astrophysical

systems. Indirect DM detection refers to the search for the annihilation or decay debris from DM
particles, resulting in detectable species, including especially gamma rays, neutrinos, and antimatter
particles. The production rate of such particles depends on (i) the annihilation (or decay) rate (ii)
the density of pairs (respectively, of individual particles) in the region of interest, and (iii) the
number of final-state particles produced in one annihilation (decay) event. In formulae, the rate
for production of a final state particle f per unit volume from DM annihilation can be cast as

≈
A

f = c
fl

2

DM

m
2

DM

È‡vÍN
A

f , (26.18)

where È‡vÍ indicates the thermally-averaged cross section for DM annihilation times relative velocity
[27], calculated at the appropriate temperature, flDM is the physical density of DM, and N

A

f
is the

number of final state particles f produced in one individual annihilation event. The constant c

depends on whether the DM is its on antiparticle, in which case c = 1/2, or if there is a mixture of
DM particles and antiparticles (in case there is no asymmetry, c = 1/4). The analog for decay is

≈
D

f = flDM

mDM

1
·DM

N
D

f , (26.19)

with the same conventions for the symbols, and where ·DM is the DM’s lifetime.
Gamma Rays: DM annihilation to virtually any final state produces gamma rays: emis-

sion processes include the dominant two-photon decay mode of neutral pions resulting from the
hadronization of strongly-interacting final states; final state radiation; and internal bremsshtralung,
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Problems with ΛCDM at Sub-Galactic Scale
❖ ΛCDM extremely successful in describing Universe at large scales


• From horizon (15000 Mpc) to inter-galaxy distance (1Mpc)


❖ Problems arise when describing structures at sub-galactic scale (< 1Mpc)


• Cusp/core


• Missing satellites


• Too-Big-to-Fail

6



Carbon Nanostructures for Dark Matter, 20.01.21Francesco Pandolfi

Problems with ΛCDM at Sub-Galactic Scale
❖ ΛCDM extremely successful in describing Universe at large scales


• From horizon (15000 Mpc) to inter-galaxy distance (1Mpc)


❖ Problems arise when describing structures at sub-galactic scale (< 1Mpc)


• Cusp/core


• Missing satellites


• Too-Big-to-Fail

6

Figure 7

The Missing Satellites Problem: Predicted ⇤CDM substructure (left) vs. known Milky Way
satellites (right). The image on the left shows the ⇤CDM dark matter distribution within a sphere
of radius 250 kpc around the center of a Milky-Way size dark matter halo (simulation by V.
Robles and T. Kelley in collaboration with the authors). The image on the right (by M. Pawlowski
in collaboration with the authors) shows the current census of Milky Way satellite galaxies, with
galaxies discovered since 2015 in red. The Galactic disk is represented by a circle of radius 15 kpc
at the center and the outer sphere has a radius of 250 kpc. The 11 brightest (classical) Milky Way
satellites are labeled by name. Sizes of the symbols are not to scale but are rather proportional to
the log of each satellite galaxy’s stellar mass. Currently, there are ⇠ 50 satellite galaxies of the
Milky Way compared to thousands of predicted subhalos with Mpeak & 107 M�.

see, e.g., Rees & Ostriker 1977). According to Figure 6, these physical e↵ects are likely to

become dominant in the regime of ultra-faint galaxies M? . 105M�.

The question then becomes: can we simply adopt the abundance-matching relation

derived from field galaxies to “solve” the Missing Satellites Problem down to the scale of

the classical MW satellites (i.e., Mvir ' 1010M� $ M? ' 106M�)? Figure 8 (modified from

Garrison-Kimmel et al. 2017a) shows that the answer is likely “yes.” Shown in magenta is

the cumulative count of Milky Way satellite galaxies within 300 kpc of the Galaxy plotted

down to the stellar mass completeness limit within that volume. The shaded band shows the

68% range predicted stellar mass functions from the dark-matter-only ELVIS simulations

(Garrison-Kimmel et al. 2014) combined with the AM relation shown in Figure 6 with zero

scatter. The agreement is not perfect, but there is no over-prediction. The dashed lines show

how the predicted satellite stellar mass functions would change for di↵erent assumed (field

galaxy) faint-end slopes in the calculating the AM relation. An important avenue going

forward will be to push these comparisons down to the ultra-faint regime, where strong

baryonic feedback e↵ects are expected to begin shutting down galaxy formation altogether.

2.2. Cusp, Cores, and Excess Mass

As discussed in Section 1, ⇤CDM simulations that include only dark matter predict that

dark matter halos should have density profiles that rise steeply at small radius ⇢(r) / r
�� ,

with � ' 0.8� 1.4 over the radii of interest for small galaxies (Navarro et al. 2010). This is

20 Bullock • Boylan-Kolchin

Figure 10

The Too-Big-to-Fail Problem. Left: Data points show the circular velocities of classical Milky
Way satellite galaxies with M? ' 105�7M� measured at their half-light radii r1/2. The magenta
lines show the circular velocity curves of subhalos from one of the (dark matter only) Aquarius
simulations. These are specifically the subhalos of a Milky Way-size host that have peak
maximum circular velocities Vmax > 30 km s�1 at some point in their histories. Halos that are this
massive are likely resistant to strong star formation suppression by reionization and thus naively
too big to have failed to form stars (modified from Boylan-Kolchin, Bullock & Kaplinghat 2012).
The existence of a large population of such satellites with greater central masses than any of the
Milky Way’s dwarf spheroidals is the original Too-Big-to-Fail problem. Right: The same problem
– a mismatch between central masses of simulated dark matter systems and observed galaxies –
persists for field dwarfs (magenta points), indicating it is not a satellite-specific process (modified
from Papastergis & Ponomareva 2017). The field galaxies shown all have stellar masses in the
range 5.75  log10(M?/M�)  7.5. The gray curves are predictions for ⇤CDM halos from the
fully self-consistent hydrodynamic simulations of Fitts et al. (2016) that span the same stellar
mass range in the simulations as the observed galaxies.

While there are subhalos with central masses comparable to the Milky Way satellites, these

subhalos were never among the ⇠ 10 most massive (Figure 10). Why would galaxies fail

to form in the most massive subhalos, yet form in dark matter satellites of lower mass?

The most massive satellites should be “too big to fail” at forming galaxies if the lower-mass

satellites are capable of doing so (thus the origin of the name of this problem). In short,

while the number of massive subhalos in dark-matter-only simulations matches the number

of classical dwarfs observed (see Figure 8), the central densities of these simulated dwarfs

are higher than the central densities observed in the real galaxies (see Figure 10).

While too-big-to-fail was originally identified for satellites of the Milky Way, it was

subsequently found to exist in Andromeda (Tollerud, Boylan-Kolchin & Bullock 2014) and

field galaxies in the Local Group (those outside the virial radius of the Milky Way and

M31; Kirby et al. 2014). Similar discrepancies were also pointed out for more isolated low-

mass galaxies, first based on HI rotation curve data (Ferrero et al. 2012) and subsequently

using velocity width measurements (Papastergis et al. 2015; Papastergis & Shankar 2016).

This version of too-big-to-fail in the field is also manifested in the velocity function of

field galaxies4 (Zavala et al. 2009; Klypin et al. 2015; Trujillo-Gomez et al. 2016; Schneider

4We note that the mismatch between the observed and predicted velocity function can also be

www.annualreviews.org • Challenges to the ⇤CDM Paradigm 23

Not covering these two, 
for comprehensive review 

 see arXiv:1707.04256
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The Cusp/Core Problem

❖ Cold DM creates halos with high central density


• Density profile predicted to be ‘cuspy’:  
increases steadily at smaller radii (ρ ~ 1/r)

7
Figure 9

The Cusp-Core problem. The dashed line shows the naive ⇤CDM expectation (NFW, from
dark-matter-only simulations) for a typical rotation curve of a Vmax ⇡ 40 km s�1 galaxy. This
rotation curve rises quickly, reflecting a central density profile that rises as a cusp with ⇢ / 1/r.
The data points show the rotation curves of two example galaxies of this size from the LITTLE
THINGS survey (Oh et al. 2015)), which are more slowly rising and better fit by a density profile
with a constant density core (Burkert 1995, cyan line).

prediction.

2.3. Too-Big-To-Fail

As discussed above, a straightforward and natural solution to the missing satellites problem

within ⇤CDM is to assign the known Milky Way satellites to the largest dark matter

subhalos (where largest is in terms of either present-day mass or peak mass) and attribute

the lack of observed galaxies in in the remaining smaller subhalos to galaxy formation

physics. As pointed out by Boylan-Kolchin, Bullock & Kaplinghat (2011), this solution

makes a testable prediction: the inferred central masses of Milky Way satellites should be

consistent with the central masses of the most massive subhalos in ⇤CDM simulations of

Milky Way-mass halos. Their comparison of observed central masses to ⇤CDM predictions

from the Aquarius (Springel et al. 2008) and Via Lactea II (Diemand et al. 2008) simulations

revealed that the most massive ⇤CDM subhalos were systematically too centrally dense to

host the bright Milky Way satellites (Boylan-Kolchin, Bullock & Kaplinghat 2011, 2012).

22 Bullock • Boylan-Kolchin

Rotation curves in spiral galaxies

Tulin & Yu (in prep); Data from Oh et al [LITTLE THINGS] (2015)

Mass deficit problem: NFW profile fit to Vcir at 
large radii predicts too-large Vcir at small radii

Circular velocity (DM + stars + gas): Unknowns: 

Stellar mass-to-light ratio

SIDM profile

NFW profile

❖ Fails to describe rotation curves at low r


• Data supports flatter DM density profile (‘core’)
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The SIMP Paradigm (in a Nutshell)
❖ Strongly Interacting Massive Particles (SIMP)


• Self-interacting DM through 3 → 2 process


❖ Self-interaction heats up DM → lowers density


• Solves cusp/core  (and too-big-to-fail)


❖ SIMP predicts sub-GeV DM


• mDM ~ αeff (T2 MPl)1/3       (eg αeff = 1 → mDM = 100 MeV)


• αeff constraints: not too small (wouldn’t solve cusp/core)  
nor too large (wouldn’t explain Bullet cluster)
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αeff ~ 1

3→2 scattering heats up DM

αann

αann ~ 0

No more DM → SM annihilation

DM-SM scattering

DM
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SM
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(for thermal  
equilibrium)

αsc

1 MeV < mDM < 1 GeV

Hochberg et al., PRL 113 (2014) 171301
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Current Experiments Not Sensitive to SIMP Mass Range
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sections, and Figure 26.1 shows the best constraints for SI couplings in the cross section versus DM
mass parameter space, above masses of 0.3 GeV.

Figure 26.1: Upper limits on the SI DM-nucleon cross section as a function of DM mass.

26.7 Astrophysical detection of dark matter
DM as a microscopic constituent can have measurable, macroscopic e�ects on astrophysical

systems. Indirect DM detection refers to the search for the annihilation or decay debris from DM
particles, resulting in detectable species, including especially gamma rays, neutrinos, and antimatter
particles. The production rate of such particles depends on (i) the annihilation (or decay) rate (ii)
the density of pairs (respectively, of individual particles) in the region of interest, and (iii) the
number of final-state particles produced in one annihilation (decay) event. In formulae, the rate
for production of a final state particle f per unit volume from DM annihilation can be cast as

≈
A

f = c
fl

2

DM

m
2

DM

È‡vÍN
A

f , (26.18)

where È‡vÍ indicates the thermally-averaged cross section for DM annihilation times relative velocity
[27], calculated at the appropriate temperature, flDM is the physical density of DM, and N

A

f
is the

number of final state particles f produced in one individual annihilation event. The constant c

depends on whether the DM is its on antiparticle, in which case c = 1/2, or if there is a mixture of
DM particles and antiparticles (in case there is no asymmetry, c = 1/4). The analog for decay is

≈
D

f = flDM

mDM

1
·DM

N
D

f , (26.19)

with the same conventions for the symbols, and where ·DM is the DM’s lifetime.
Gamma Rays: DM annihilation to virtually any final state produces gamma rays: emis-

sion processes include the dominant two-photon decay mode of neutral pions resulting from the
hadronization of strongly-interacting final states; final state radiation; and internal bremsshtralung,
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For Light Dark Matter Better to Look For Electron Recoils

❖ Only a few experiments  
sensitive to electron recoils


• Much weaker limits (10-6)


• From ton-targets to gram-targets?
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interaction is mediated by a (scalar) particle of massmϕ, the
differential rate has a factor m4

ϕ=ðm2
ϕ þ q2=c2Þ2, with q ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mNER
p

the momentum transfer, ER the recoil energy,
and mN the nuclear mass [31–33]. Usually, this factor
is considered to be ∼1, corresponding to mϕ≳
100 MeV=c2. We also consider the SI light-mediator limit,
mϕ ≪ q=c ≈ 10−3mχ (for mχ ≪ mN), in which the differ-
ential event rate for DM-nucleus scattering scales with m4

ϕ.
Second, light DM could be detected from its scattering

off bound electrons. We follow Ref. [34] to calculate the

DM-electron scattering rates, using the ionization form
factors from Ref. [35], the detector response model as
above (from Ref. [22]), and dark matter form factor 1.
Relativistic calculations [36] predict 2–10 times larger rates
(for ≥ 5 produced electrons), and thus our results should be
considered conservative. As previous DM-electron
scattering results [34,37,38] did not use a Qy cutoff, we
derive constraints with and without signals below 12
produced electrons (equivalent to our Qy cutoff) to ease
comparison.

(a)

(c) (d)

(e) (f)

(b)

FIG. 5. The 90% confidence level upper limits (black lines with gray shading above) on DM-matter scattering for the models discussed
in the text, with the dark matter mass mχ on the horizontal axes. We show other results from XENON1T in blue [5,6], LUX in orange
[45–48], PandaX-II in magenta [33,49,50], DarkSide-50 in green [29,38,51], XENON100 in turquoise [14,52], EDELWEISS-III [53] in
maroon, and other constraints [34,54–56] in purple. Dotted lines in (a)–(c) show our limits when assuming theQy from NEST v2.0.1 [42]
cut off below 0.3 keV. The dashed line in (d) shows the limit without considering signals with< 12 produced electrons; the solid line can
be compared to the constraints from Refs. [34,38] shown in the same panel, the dashed line to our results on other DMmodels, which use
theQy cutoffs described in the text. The limits jump at 17.5 GeV=c2 in (a) (and similarly elsewhere) because the observed count changes
from 10 to 3 events in the ROIs left and right of the jump, respectively.

PHYSICAL REVIEW LETTERS 123, 251801 (2019)

251801-5

PRL 123 (2019) 251801
DM Mass (GeV)

Sensitivity drops for mDM < 100 MeV 
(electron reconstruction thresholds)
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Directionality To (One Day) Pierce Neutrino Floor
❖ Directionality: link a signal with region of the sky


• DM ‘wind’ expected to come from Cygnus constellation


❖ But also to be insensitive to neutrino floor


• Low mass neutrino floor mostly from solar neutrinos


• Cygnus never overlaps with Sun
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Directionality

e.g. C.J.G. O’Hare 1505.0806 
• position of Sun never coincides with Cygnus

solar 
neutrinos

WIMPs

Penetrating the neutrino floor  
Power of Directionality

Neil Spooner, IDM 2018

e.g. C.J.G. O’Hare 1505.0806 
• position of Sun never coincides with Cygnus

solar 
neutrinos

WIMPs

Penetrating the neutrino floor  
Power of Directionality

Neil Spooner, IDM 2018

O’Hare et al, Phys. Rev. D 92, 063518 (2015)DM wind
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Solid State Targets: The Advantage of 2D Materials
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❖ Back of the envelope calculation:  
KDM = 5-50 eV (for mDM = 10-100 MeV)


• Assuming vDM ~ 300 km/s


❖ Enough to extract an electron from carbon


• Φ ~ 4.7 eV, so Ke ~ 1-50 eV


• Extremely short range in matter!


❖ 2D materials: electrons ejected directly into vacuum


• Graphene and carbon nanotubes

Graphene

Single-wall 
nanotube

Multi-wall 
nanotube
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❖ PTOLEMY aims to measure Cosmic Neutrino Background


• Tritiated graphene target (up to 0.5 kg, ~100 m2)


• R&D on graphene also aimed towards DM


❖ Graphene arranged in Graphene-FETs (G-FET)


• Source and drain connected by graphene nanoribbons 


• Quasi-1D material, width W < 50 nm


• Electrical properties depend on W

Energy Gaps in Etched Graphene Nanoribbons

C. Stampfer, J. Güttinger, S. Hellmüller, F. Molitor, K. Ensslin, and T. Ihn
Solid State Physics Laboratory, ETH Zurich, 8093 Zurich, Switzerland

(Received 5 November 2008; published 3 February 2009)

Transport measurements on an etched graphene nanoribbon are presented. It is shown that two distinct

voltage scales can be experimentally extracted that characterize the parameter region of suppressed

conductance at low charge density in the ribbon. One of them is related to the charging energy of localized

states, the other to the strength of the disorder potential. The lever arms of gates vary by up to 30% for

different localized states which must therefore be spread in position along the ribbon. A single-electron

transistor is used to prove the addition of individual electrons to the localized states. In our sample the

characteristic charging energy is of the order of 10 meV, the characteristic strength of the disorder

potential of the order of 100 meV.

DOI: 10.1103/PhysRevLett.102.056403 PACS numbers: 71.10.Pm, 73.21.!b, 81.05.Uw, 81.07.Ta

Graphene nanoribbons [1–8] display unique electronic
properties based on truly two-dimensional (2D) graphene
[9] with potential applications in nanoelectronics [10,11].
Quasi-1D graphene nanoribbons are of interest due to the
presence of an effective energy gap, overcoming the gap-
less band structure of graphene and leading to overall
semiconducting behavior, most promising for the fabrica-
tion of graphene transistors [5], tunnel barriers, and quan-
tum dots [6–8]. Zone-folding approximations [12],
!-orbital tight-binding models [13,14], and first principle
calculations [15,16] predict an energy gap Eg scaling as
Eg ¼ "=W with the nanoribbon width W, where " ranges
between 0:2–1:5 eV nm, depending on the model and the
crystallographic orientation [4]. These theoretical esti-
mates can neither explain the experimentally observed
energy gaps of etched nanoribbons of widths beyond
20 nm, which turn out to be larger than predicted, nor do
they explain the large number of resonances found inside
the gap [1,2,8]. This has led to the suggestion that localized
states due to edge roughness, bond contractions at the
edges [16] and disorder may dominate the transport gap.
Several mechanisms have been proposed to describe the
observed gap, including renormalized lateral confinement
[2], quasi-1DAnderson localization [17], percolation mod-
els [18] and many-body effects (including quantum dots)
[19], where substantial edge disorder is required. Moderate
amounts of edge roughness can substantially suppress the
linear conductance near the charge neutrality point [20],
giving rise to localized states relevant for both single
particle and many-body descriptions. Here we show ex-
perimental evidence that the transport gap in an etched
graphene nanoribbon [see schematic in Fig. 1(a)] is pri-
marily formed by local resonances and quantum dots along
the ribbon. We employ lateral graphene gates to show that
size and location of individual charged islands in the
ribbon vary as a function of the Fermi energy. In addition,
we use a graphene single-electron transistor (SET) to
detect individual charging events inside the ribbon.

We focus on an all-graphene setup, as shown in
Fig. 1(b), where a nanoribbon (highlighted by dashed lines)
withW # 45 nm is placed at a distance of#60 nm from a
graphene SET with an island diameter of #200 nm. The
back gate (BG) allows us to tune the overall Fermi level
and the lateral graphene gates [21], plunger gate (PG) and
side gates (SG1 and SG2) are used to locally tune the
potential of the ribbon and the SET. A detailed description
of the sample fabrication is found in Refs. [6,21–23]. The
same process has also been used to pattern graphene Hall
bars with mobilities on the order of 5000 cm2 V!1 s!1

[21]. The device is measured in two-terminal geometry

FIG. 1 (color online). (a) Schematic illustration of an etched
nanoribbon with width W, highlighting local charge islands
along the ribbon. (b) Scanning force microscope image of an
etched graphene nanoribbon (GNR) with a nearby single-
electron transistor (SET) and lateral gates (PG, SG1 and SG2).
(c) Low bias (Vb ¼ 300 #V) back-gate characteristics of the
GNR showing that the regimes of hole and electron transport are
separated by the transport gap, indicated by the vertical arrows.
(d) High resolution close-up inside the gap displaying a large
number of sharp resonances within the gap region. (e) Close-up
of a single resonance [see arrow in panel (d)].

PRL 102, 056403 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
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0031-9007=09=102(5)=056403(4) 056403-1 ! 2009 The American Physical Society

Sharing R&D on Graphene with PTOLEMY
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Tritiated graphene 

Single atomic layer weakly bound in sp-3 configuration (2D structure) 
 
Single-sided (loaded on substrate) and planar (uniform bond length) 
 
Binding Energy < 3 eV (exact value to be measured) 
 
Source strength with surface densities of ~1 Ci/cm2 (100 µg/cm2) 
 
Semiconductor (Voltage Reference) 
 
Polarized tritium (directionality?) 

RAPID COMMUNICATIONS

PUJARI, GUSAROV, BRETT, AND KOVALENKO PHYSICAL REVIEW B 84, 041402(R) (2011)

the energy self-consistency and 0.005 eV/Å for the forces.
Further, to maintain the accuracy, integration over the Brillouin
zone was performed on regular 26 × 26 × 1 Monkhorst-Pack
grids. The band structure was plotted on the lines joining the
M , !, K , and M points, and the individual line segments
were sampled using 50 grid points each. The corresponding
precision was also maintained for the cell optimization carried
out using the Broyden-Fletcher-Goldfarb-Shanno (BFGS)
quasi-Newton algorithm. The convergence threshold on the
pressure was kept at 0.1 kBar. The computational unit cell
consisted of two carbons and two hydrogens. A vacuum space
of 12 Å was kept normal to the SSHGraphene plane to avoid
any interactions between the adjacent sheets.

It is worthwhile to review some properties of graphene
and graphane before we discuss SSHGraphene. Graphene is
a one-atom-thick sheet of sp2-bonded carbon atoms that are
densely packed in a bipartite crystal lattice. It has two atoms
per unit cell, which has the lattice parameter of 2.46 Å, with
a carbon-carbon bond length of 1.42 Å. Although graphane
is bipartite and hexagonal, its unit cell has four atoms (two
carbons and two hydrogens) and has a larger lattice parameter,
namely, 2.51 Å.13 In graphane every alternate carbon atom is
attached to a hydrogen atom from alternate sides of the plane.
In response to the addition of hydrogens, the carbon atoms are
displaced out of the plane toward hydrogen atoms. In short,
the carbon atoms in graphane are no longer planar.

The unit cell of SSHGraphene also contains four atoms, two
carbons and two hydrogens. We carried out full optimization
of the unit cell, including both the unit cell geometry and the
atomic positions. The optimized geometry of SSHGraphene
is shown in Figure 1. As seen from the figure, the cell is
similar to that of graphene, except that the lattice parameter
for SSHGraphene is now enlarged to 2.82 Å, which is larger
than graphane (2.51 Å) as well. Notice that the enhancement is
necessary in order to accommodate the hydrogen atoms, as the
unoptimized unit cell of graphene does not favor the complete
hydrogenation. The increase in the lattice parameter is due to
the increase in the carbon-carbon bonds, which is increased
from 1.42 (in graphene) to 1.63 Å. The increase in the bond
length upon hydrogenation is not surprising, as the same effect

1.09

1.63

Å

Å

FIG. 1. (Color online) Hexagonal structure SSHGraphene with
carbon and hydrogen atoms shown in darker and lighter shade,
respectively. The structure has the symmetry of graphene and the
carbon atoms are in a single plane (unlike graphane).

TABLE I. A comparison of graphene and SSHGraphene vs
graphone and graphane as reported in the literature.12,13 a is the
lattice parameter, and "E is the binding energy (eV).

SSHGraphene

Graphene Graphone12 Graphane13 HSE PBE

a (Å) 2.46 – 2.51 2.82 2.83
C-C (Å) 1.42 1.50 1.52 1.63 1.64
C-H (Å) – 1.16 1.11 1.09 1.08
"E/atom 9.56 – 6.56 5.90 5.54

is also seen in graphane. Similarly, as expected, upon single-
sided hydrogenation the carbon atoms remain in one plane with
the hydrogens forming another plane at 1.09 Å. This is a typical
bond length of C-H when bonded covalently. (In methane, for
example, the bond lengths are also 1.09 Å.) To summarize, a
comparison of (available) structural parameters of graphene,
graphone, graphane, and SSHGraphene are given in Table I. It
also shows the binding energy per atom, which is the signature
of energetic stability of the system. The binding energy for
SSHGraphene is calculated using the pseudoatomic energies of
carbon (EC) and hydrogen (EH) atoms and using "E = EC +
EH − ESSHGraphene, where ESSHGraphene is the total energy of
SSHGraphene. Thus, the higher the energy the more stable the
system. The binding energies for graphene and graphane are as
reported in the literature.13 The overall trend is quite straight-
forward. Graphene, having the smallest C-C bond, is the most
stable of all. Although not as stable as others, SSHGraphene is
still strongly bound. To put it in perspective, recall that benzene
has the binding energy 6.49 eV/atom while acetylene has 5.90
eV/atom,13 and both are among the most stable hydrocarbons.
Thus there is no doubt that SSHGraphene is indeed very stable.
Further, we studied the reaction pathway of the hydrogen
detachment using nudge-elastic-band method. Two cases were
considered: desorption of 50% H atoms (one H per primitive
cell) and desorption of effectively single H atom (one H from
2×2 unit cell). The potential energy landscapes obtained, see
Fig. 2, clearly depict one deep potential well at 1.08 Å. The
presence of the deep well and the absence of any other well
in the vicinity clearly favors the formation of SSHGraphene.
(More details in Supplemental Material.30) We would like to
mention that synthesis of the SSHGraphene may be similar to
graphane in which the hydrogen atoms are kinetically trapped
in the potential-energy minimum near the graphene plane.

It is well known that the graphene band structure is very
sensitive to deformations of any kind. As noted before, there
is a clear evidence that upon partial hydrogenation the band
gap of graphene is opened. It is thus easy to conjecture
that the SSHGraphene would be a semiconductor. However,
the most remarkable feature of SSHGraphene is that it is a
semiconductor with an indirect band gap. The band structure
of SSHGraphene shown in the upper part of Fig. 3 clearly
exhibits an indirect band gap. The value of the gap is 1.35 eV
for HSE and 1.89 eV for PBE functional. The qualitative nature
of band structure remains unchanged. This value of the band
gap is of interest as it lies in between the gapless graphene
and the rather wide band-gap graphane (3.5 eV by DFT and
5.4 eV by GW method31). Thus, SSHGraphene becomes a
preferred organic candidate for semiconductor based devices.
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G-FET: Sensitive to Single Electrons
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Figure 3 Single-molecule detection. a, Examples of changes in Hall resistivity observed near the neutrality point (|n|< 1011 cm−2) during adsorption of strongly diluted NO2

(blue curve) and its desorption in vacuum at 50 ◦C (red curve). The green curve is a reference—the same device thoroughly annealed and then exposed to pure He. The
curves are for a three-layer device in B= 10 T. The grid lines correspond to changes in ρxy caused by adding one electron charge, e (δR≈ 2.5"), as calibrated in
independent measurements by varying Vg. For the blue curve, the device was exposed to 1 p.p.m. of NO2 leaking at a rate of ≈10−3 mbar l s−1. b,c, Statistical distribution of
step heights, δR, in this device without its exposure to NO2 (in helium) (b) and during a slow desorption of NO2 (c). For this analysis, all changes in ρxy larger than 0.5" and
quicker than 10 s (lock-in time constant was 1 s making the response time of ≈6 s) were recorded as individual steps. The dotted curves in textbfc are automated gaussian
fits (see the Supplementary Information).

can be seen. Their slopes away from the neutrality point provide
a measure of impurity scattering (so-called field-effect mobility,
µ= #σ/#ne = #σ/eα#Vg). The chemical doping only shifted
the curves as a whole, without any significant changes in their
shape, except for the fact that the curves became broader around the
neutrality point (the latter effect is discussed in the Supplementary
Information). The parallel shift unambiguously proves that the
chemical doping did not affect scattering rates. Complementary
measurements in magnetic field showed that the Hall-effect
mobility, µ = ρxy/ρxxB, was also unaffected by the doping
and exhibited values very close to those determined from the
electric-field effect. Further analysis yields that chemically induced
ionized impurities in graphene in concentrations >1012 cm−2 (that
is, less than 10 nm apart) should not be a limiting factor for µ until
it reaches values of the order of 105 cm2 V−1 s−1, which translates
into a mean free path as large as ≈1 µm (see the Supplementary
Information). This is in striking contrast with conventional
two-dimensional systems, in which such high densities of charged
impurities are detrimental for ballistic transport, and also disagrees
by a factor of >10 with recent theoretical estimates for the
case of graphene11–13. Our observations clearly raise doubts about
charged impurities being the scatterers that currently limit µ in
graphene11–13. In the Supplementary Information, we show that a
few-nanometre-thick layer of absorbed water provides sufficient
dielectric screening to explain the suppressed scattering on charged
impurities. We also suggest there that microscopic corrugations of
a graphene sheet14,15 could be dominant scatterers.

The detection limit for solid-state gas sensors is usually defined
as the minimal concentration that causes a signal exceeding
the sensors’ intrinsic noise1–4. In this respect, a typical noise
level in our devices, #ρ/ρ ≈ 10−4 (see Fig. 1b), translates into
the detection limit of the order of 1 p.p.b. This already puts
graphene on par with other materials used for most sensitive gas
sensors1–4. Furthermore, to demonstrate the fundamental limit
for the sensitivity of graphene-based gas sensors, we optimized
our devices and measurements as described in the Supplementary
Information. In brief, we used high driving currents to suppress the
Johnson noise, annealed devices close to the neutrality point, where
relative changes in n were largest for the same amount of chemical

doping, and used few-layer graphene (typically, 3–5 layers), which
allowed a contact resistance of≈100", much lower than for single-
layer graphene. We also used the Hall geometry that provided the
largest response to small changes in n near the neutrality point
(see Fig. 1a, lower inset). In addition, this measurement geometry
minimizes the sensitive area to the central region of the Hall cross
(≈1 µm2 in size) and allows changes in ρxy to be calibrated directly
in terms of charge transfer by comparing the chemically induced
signal with the known response to Vg. The latter is important for
the low-concentration region, where the response of ρxy to changes
in n is steepest, but there is no simple relation between ρxy and n.

Figure 3 shows changes in ρxy caused by adsorption and
desorption of individual gas molecules. In these experiments, we
first annealed our devices close to the pristine state and then
exposed them to a small leak of strongly diluted NO2, which was
adjusted so that ρxy remained nearly constant over several minutes
(that is, we tuned the system close to thermal equilibrium where
the number of adsorption and desorption events within the Hall
cross area was reasonably small). In this regime, the chemically
induced changes in ρxy were no longer smooth but occurred in
a step-like manner as shown in Fig. 3a (blue curve). If we closed
the leak and started to evacuate the sample space, similar steps
occurred but predominantly in the opposite direction (red curve).
For finer control of the adsorption/desorption rates, we found it
useful to slightly adjust the temperature while keeping the same
leak rate. The characteristic size, δR, of the observed steps in
terms of ohms depended on B, the number of graphene layers
and, also, varied strongly from one device to another, reflecting the
fact that the steepness of the ρxy curves near the neutrality point
(see Fig. 1a, lower inset) could be different for different devices6–9.
However, when the steps were recalibrated in terms of equivalent
changes in Vg, we found that to achieve the typical value of δR
it always required exactly the same voltage changes, ≈1.5mV, for
all of our 1 µm devices and independently of B. The latter value
corresponds to #n ≈ 108 cm−2 and translates into one electron
charge, e, removed from or added to the area of 1× 1 µm2 of
the Hall cross (note that changes in ρxy as a function of Vg were
smooth, that is, no charge quantization in the devices’ transport
characteristics occurred—as expected). As a reference, we repeated
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FIG. 3: A graphene FET consists of a graphene ribbon grown on a substrate and connected to a source and drain (left). The
FET plane will be double-sided, separated by two insulating layers and a bottom gate electrode. Top gate electrodes will provide
the ⇠ �100 V needed to accelerate ejected electrons away from the electrodes and back towards the graphene planes. Multiple
graphene FETs can be arranged into a single pixel (center) with interdigitated source and drain. The proposed experiment
consists of stacked arrays of graphene sheets, where each sheet (right) consists of many individual pixels and is supported at
the corners as shown in the diagram.

Two-dimensional targets naturally allow for forward-
backward discrimination of the DM direction, leading to
a daily modulation in the event rate. In particular, the
experiment can be oriented such that the DM wind is
nearly normal to the graphene planes twice a day, once
parallel and once antiparallel. In the proposed experi-
mental configuration described in Section IV below, for-
ward and backward electrons can be distinguished us-
ing a double-sided graphene pixel. Simulating the full 3-
dimensional DM velocity distribution g(v) in the SHM,
we find the rate in the forward direction is approximately
a factor of 2 larger than in the backward direction for DM
masses from 10 MeV to 10 GeV. A daily modulation can
be established at 95% confidence with only ⇠70 signal
events, assuming zero background [41].

IV. CONCEPTUAL EXPERIMENTAL DESIGN

We now outline a conceptual experimental design,
along with a discussion of single-electron backgrounds.
The experiment consists of pixelated graphene sheets,
each grown onto a substrate, that are monitored
for the ejection of an electron by virtue of the
graphene/substrate system acting as a field-e↵ect tran-
sistor (FET) [42–45]. To obtain su�cient target mass in
a compact volume, the graphene sheets are stacked and
separated by vacuum. When an electron is ejected from
a pixel, an electric field drifts it either towards another
FET within the detector volume, or towards a calorime-
ter at the boundary of the detector. The combination
of the position reconstruction of the electron and time-
of-flight is su�cient to reconstruct the (fully directional)
velocity of the ejected electron, with the energy measure-
ment in the calorimeter providing an additional check on

the kinematics.
The PTOLEMY experiment [33] can realize this pro-

posal with up to 0.5 kg of monolayer graphene, yielding
competitive sensitivity to semiconductor targets. The
primary goal of PTOLEMY is to detect electrons emitted
from a tritium-loaded graphene surface after the capture
of cosmic relic neutrinos. If instead of holding tritium,
the experiment is run using bare graphene surfaces, it is
also sensitive to electrons ejected by DM scattering.

A. Detector configuration

The primary benefit of using a 2D target is that the
scattered electron is ejected from the material into vac-
uum, at which point its trajectory can be manipulated by
electric fields. The particular choice of graphene as the
target is advantageous because the addition or removal
of single electrons can cause measurable changes in the
conductivity of graphene [42–45]. For example, the ad-
hesion or desorption of molecules from graphene at room
temperature causes single-electron changes in the local
carrier density that manifests as a measurable change in
resistivity [42]. At cryogenic temperatures, the resistivity
change increases by an order of magnitude compared to
room temperature, with even greater resistivity change
possible by engineering the graphene-substrate system to
open up a meV band gap [46]. As another example, car-
bon nanotube FETs can detect changes due to single elec-
trons in their vicinity, again through changes in their con-
ductivity [45]. Therefore, we imagine that each graphene
“pixel” is coupled to a substrate in a FET configuration,
so that the gate of the FET gets toggled whenever an
electron is ejected, allowing one to identify that the pixel
produced a hit. The same pixel FET may be used to

Graphene-FETs as Directional Dark Matter Detectors
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consists of stacked arrays of graphene sheets, where each sheet (right) consists of many individual pixels and is supported at
the corners as shown in the diagram.

Two-dimensional targets naturally allow for forward-
backward discrimination of the DM direction, leading to
a daily modulation in the event rate. In particular, the
experiment can be oriented such that the DM wind is
nearly normal to the graphene planes twice a day, once
parallel and once antiparallel. In the proposed experi-
mental configuration described in Section IV below, for-
ward and backward electrons can be distinguished us-
ing a double-sided graphene pixel. Simulating the full 3-
dimensional DM velocity distribution g(v) in the SHM,
we find the rate in the forward direction is approximately
a factor of 2 larger than in the backward direction for DM
masses from 10 MeV to 10 GeV. A daily modulation can
be established at 95% confidence with only ⇠70 signal
events, assuming zero background [41].

IV. CONCEPTUAL EXPERIMENTAL DESIGN

We now outline a conceptual experimental design,
along with a discussion of single-electron backgrounds.
The experiment consists of pixelated graphene sheets,
each grown onto a substrate, that are monitored
for the ejection of an electron by virtue of the
graphene/substrate system acting as a field-e↵ect tran-
sistor (FET) [42–45]. To obtain su�cient target mass in
a compact volume, the graphene sheets are stacked and
separated by vacuum. When an electron is ejected from
a pixel, an electric field drifts it either towards another
FET within the detector volume, or towards a calorime-
ter at the boundary of the detector. The combination
of the position reconstruction of the electron and time-
of-flight is su�cient to reconstruct the (fully directional)
velocity of the ejected electron, with the energy measure-
ment in the calorimeter providing an additional check on

the kinematics.
The PTOLEMY experiment [33] can realize this pro-

posal with up to 0.5 kg of monolayer graphene, yielding
competitive sensitivity to semiconductor targets. The
primary goal of PTOLEMY is to detect electrons emitted
from a tritium-loaded graphene surface after the capture
of cosmic relic neutrinos. If instead of holding tritium,
the experiment is run using bare graphene surfaces, it is
also sensitive to electrons ejected by DM scattering.

A. Detector configuration

The primary benefit of using a 2D target is that the
scattered electron is ejected from the material into vac-
uum, at which point its trajectory can be manipulated by
electric fields. The particular choice of graphene as the
target is advantageous because the addition or removal
of single electrons can cause measurable changes in the
conductivity of graphene [42–45]. For example, the ad-
hesion or desorption of molecules from graphene at room
temperature causes single-electron changes in the local
carrier density that manifests as a measurable change in
resistivity [42]. At cryogenic temperatures, the resistivity
change increases by an order of magnitude compared to
room temperature, with even greater resistivity change
possible by engineering the graphene-substrate system to
open up a meV band gap [46]. As another example, car-
bon nanotube FETs can detect changes due to single elec-
trons in their vicinity, again through changes in their con-
ductivity [45]. Therefore, we imagine that each graphene
“pixel” is coupled to a substrate in a FET configuration,
so that the gate of the FET gets toggled whenever an
electron is ejected, allowing one to identify that the pixel
produced a hit. The same pixel FET may be used to

❖ Double-sided G-FET geometry, between two electrodes (V = -100 V) 


• To accelerate ejected electrons back towards graphene


❖ DM event: coincidence of two cells (departure and arrival)


• Aligning towards Cygnus: excess of top vs bottom events
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FIG. 4: A conceptual design for graphene directional detection. The left panel illustrates a cut-out of the stacked volume of
graphene sheets that form the detector. For graphene sheets in the inner detector volume, scattered electrons follow a “FET-
to-FET” trajectory (center panel). In this case, an electron in the center of the detector is repelled from the layer above by
a perpendicular E-field and drifts ballistically to a neighboring pixel (orange squares). For graphene sheets near the detector
edges, electrons follow a “FET-to-calorimeter” trajectory (right panel). In this case, an electron near the outside of the detector
is drifted by a parallel E-field to a segmented calorimeter. A full design of the experiment would combine the FET-to-FET
and FET-to-calorimeter modalities in an optimal way. To reduce background contamination, one can only consider scattering
events from within a fiducialized volume (denoted by the black lines, left panel), ignoring events that originate on the outermost
sheets in the detector volume (gray lines).

ample, in a configuration with purely normal E-field,
the vertical velocity vz can be determined from solving
�z = �

1
2me

eE(�t)2 + vz�t, where we require �z = 0
for the electron to start and end on the same layer, as
shown in the sample trajectory in Fig. 4 (left). Since the
electron drifts ballistically in x and y, time-of-flight gives
vx = �x/�t and vy = �y/�t. The electron energy can
be recovered from the initial velocity vector, depending
on the relative uncertainties of the three velocity compo-
nents; a full analysis of the velocity and energy resolution
requires a dedicated simulation.

For electrons in the outer volume (Fig. 4, right), 3-
dimensional velocity reconstruction is also possible, with
the energy measurement from the calorimeter replacing
the time-of-flight measurement. We expect to be able to
achieve ⇠ 1 eV energy resolution by scaling up existing
measurements for single-IR photon counting [48], which
has demonstrated resolutions of 0.29 eV for a 0.8 eV sin-
gle photon. Alternatively, lower calorimeter resolution
with a pixelated FET array instrumented on top of a low
dark-current cryogenic CCD array may be acceptable if
combined with the higher resolution information from the
FET-to-FET time-of-flight.

In order to prevent rescattering of the primary elec-
tron, the whole experiment must be in a high-vacuum
environment. A pressure of 2⇥ 10�7 torr corresponds to
a mean free path for electrons of roughly 500 m, which is
more than su�cient for a ⇠10 m⇥10 m⇥10 m target vol-
ume where electron trajectories are expected to be ⇠cm
in length. We expect this vacuum level to be techni-
cally feasible during the assembly of the target volume,
as KATRIN has already achieved 10�11 torr in a 1042 m3

volume [49]. Each FET plane will be vacuum sealed on
top and bottom during assembly, similar to the method
described in Ref. [50]. The large vacuum volume is rel-
evant for the regions outside of the sealed planes at the
boundaries of the target volume. The target will be kept
at cryogenic temperatures and have no line-of-sight vac-
uum trajectories from the outer vacuum region to the
sealed FET planes. Residual gas backgrounds will be

cryopumped to the outer boundaries of the fiducialized
volume. We expect the quality of the vacuum inside the
target volume to be su�cient to operate the experiment
for prolonged exposure periods without having to reopen
the target.

C. Overburden

With an area per plane of 106 cm2, the overburden
of cosmic-ray muon flux is an important concern for
dead-time associated with a cosmic-ray veto. The instru-
mented target is designed to have no more than a percent-
level fill factor of support material, mostly epoxy or a
similar material to support the graphene sheets at the
corners as shown in Fig. 3 (right). The remainder of the
target volume will be highly sensitive to charged particles
entering the volume, and therefore the electric field re-
gions that control the conductivity of the graphene FETs,
including the regions between the vacuum-separated top
gate electrode and the graphene and underneath the
graphene with the insulator-separated bottom gate elec-
trode, will be active regions for cosmic-ray vetos. With
an overburden of roughly 3 km or greater, as would be
the case for an underground lab like Gran Sasso or SNO-
LAB, the total flux of muons across the entire graphene
target falls below 10�1 s�1 [51]. With a finite readout
time of the FET planes, this rate would introduce less
than 1% of dead-time depending to a lesser extent on
the size of the fiducialized volume used in the veto.

D. Single-electron backgrounds

Any incident particle with su�cient energy to eject
a valence electron can in principle pose a background.
One of the primary backgrounds for such an experiment
comes from environmental radioactivity, which can be
mitigated by shielding, cryopumping, and the use of ma-
terials of high radiopurity with specialized fabrication

DM Wind
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Progress on G-FETs: Reducing Conductance Spikes

❖ Conductance spikes in transport gap


• Mostly due to charge impurities 

• Coming from the Si/SiO2 substrate


❖ Isolating graphene from SiO2 substrate 


• Greatly reduces charge inhomogeneities


• x10 already with only hBN layer
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❖ Carbon nanotubes synthesized through Chemical Vapor Deposition (CVD)


• Internal diameter ~20 nm, length up to 300 µm


• Single- or multi-wall depending on growth technique


❖ Result: vertically-aligned nanotube ‘forests’


• ‘Hollow’ in the direction of the tubes


• Electrons can escape if // tubes


• Makes it an ideal light-DM target

Growing Vertically Aligned Carbon Nanotubes in the Lab
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Raman Analysis: Nanotubes are Highly Anisotropic

❖ Raman analysis: anelastic energy loss


• Vibrational modes (G, 2D) of carbon 


• D ‘defect’ peak typical of nanotubes 
(absent in graphene)
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C 1s core level at high integrated flux in the two bombarding ge-
ometries (LAT and TOP). In Fig. 4 we report the C 1s core levels,
together with the results of the fitting analysis in different com-
ponents, and an histogram of the relative intensity of each
component.

Upon ion bombardment, the sp2 component representative of
the perfect planar C bonding is reduced, as also the p-p*-excitation.
The sp3-like peak associated to bond deformation increases for
both geometries (LAT and TOP), as reported in Fig. 4 (bottom panel)
where the percentage of the different components of the C 1s core
level peaks as obtained through the fitting procedure are reported.

We notice that the variations with respect to the pristine C 1s signal
is higher for the TOP than for the LAT geometry, in agreement with
the observed anisotropic channelling. Furthermore, a new peak at
284.1 eV BE appears after bombardment, reachingmore than 20% of
the total signal in the case of TOP bombardment, and about 5% in
the LAT geometry. The lower binding energy with respect to the sp2

peak suggests the presence of vacancies with unsaturated dangling
bonds [43,44]. Thus, the XPS C 1s core level is a good fingerprint of
the produced defects after the ion bombardment, characterised by
the presence of a high percentage of distorted C bonds and also of
vacancies; they produce dangling bonds when the honeycomb

Fig. 2. SEM and Raman spectroscopy of ion-bombarded MWCNTs with 5 keV Arþ at high integrated flux (1.5" 1017 ions/cm2), with different geometries: lateral bombardment (left
panels), top bombardment (right panels). SEM images, top view (b,c) and lateral view (f,g). Raman spectra focused on the sample top (a, green, and d, blue) and on the side (e,
orange, and h, violet); the Raman fitting components are reported as gray curves superimposed over the experimental data. Raman data of the clean pristine sample are shown for
comparison in all panels, as gray spectra. (A colour version of this figure can be viewed online.)

Fig. 3. Raman spectroscopy data of LAT (left) and TOP (right) ion-bombarded MWCNTs with 5 keV Arþ at saturation (1.5" 1017 ions/cm2) measured from the sample side, at
different depths into the sample. Raman data from the side (0 mm) to 15 mm depth after lateral bombardment (left panel), and on the lateral side from the top to the bottom (180 mm
depth) of the CNT brush after top bombardment (right panel). (A colour version of this figure can be viewed online.)
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Lateral
Longitudinal

❖ After bombarding nanotubes with Ar+ ions


• Lateral penetration < 15 µm


• Longitudinal damage along full length (180 µm)

intense component associated to the C sp2 hybridised bonding,
slightly asymmetric, with a tail towards high binding energy (BE),
and a broader peak at higher BE, associated to the low p-p* extrinsic
excitation. In order to get more detailed and quantitative infor-
mation, a fitting analysis has been performed by using pseudo-
Voigt (Gaussian and Lorentzian convolution) curves, with the Lor-
entzian component taking into account the intrinsic excitation
lifetime and the Gaussian one containing the overall experimental
uncertainty, after subtraction of a Shirley background curve. The
results of the fitting analysis are reported in the Supporting
Information (SI), and superimposed to the experimental data as
coloured curves in Fig. 1 (top-right panel). The most intense peak
(71% of the whole intensity) is the sp2-component at 284.4 eV, a
smaller yet important component (18%) at 285.7 eV BE, due to the
expected distortion of the perfect planar sp2 bond towards a sp3-
like bond geometry and intrinsically associated to the CNT curva-
tures [31e37], is also observed. The broad structure (9%) at 290.8 eV
BE (6.4 eV from the main peak), is associated to the p-plasmon and
p-p* excitations. All the above spectral features are in agreement
with previous data on carbon films and CNTs [31,38,39]. Finally, the
tiny CeO component is due to the residual oxygen contamination of
graphitic carbon [25,40,41], limited to about 2%, as determined by
the O 1s core level observed in a general survey XPS spectrum
(reported in the SI).

In order to quantify the defects and to verify whether controlled
directional Arþ ions preferentially channel with respect to the CNT
axis orientation, two samples coming from the same batch were
bombarded with 5 keV Arþ ions, impinging either parallel (TOP
geometry) or perpendicular (LAT geometry) to the nanotube axis,
with a high integrated flux (1.5" 1017 ions/cm2). The SEM images
and the Raman spectra were afterwards taken either from the top
or from the side, thus having access to multiple parameters, TOP
and LAT analysis after LAT bombardment, shown in Fig. 2 (left
panels), and TOP and LAT analysis after TOP bombardment, re-
ported in Fig. 2 (right panels).

Ion bombardment introduces clear morphological changes in
both geometries, with a rearrangement of the MWCNTs, which join
forming bundles made by 3e4 single nanotubes. The lateral
bombardment (left panels) slightly affects the top side of the
sample (SEM image of the pristine sample in the SI), while on the
lateral view the coalescence in bundles is more evident. On the
other hand, the top bombardment (right panels) produces
0.2e1 mm-sized holes between bundles in the top view, also clearly
visible in the lateral view. These microscopy images already at a
first sight indicate a higher damage with the TOP bombardment
geometry rather than with the LAT one.

Raman spectroscopy provides a good fingerprint of the C hon-
eycomb mesh damage; thus, Raman spectra taken both on top and
laterally for the LAT and TOP bombardment geometries, are shown
in Fig. 2 (left/right, respectively), aside the corresponding SEM
images. The Raman G and 2D band intensities were determined
through a fitting analysis using Lorenztian curves (detailed in the
SI) for the D, G and 2D bands, with Gaussian contributions hugely
increasing after bombardment, representative of induced disorder,
and a broad Gaussian background characteristic of amorphisation
[42]. All main Raman bands are reduced after LAT bombardment
(LAT-TOP), while they are further reduced in the other views till
quenching of the 2D peak for the LAT view after TOP bombardment
(TOP-LAT), which shows the highest damage (see SI). Furthermore,
in this latter geometry, the increasing background below the D and
G bands, is taken into account through the broad Gaussian curves,
becomes dominant and overwhelms the spectrum, typical sign of
partial amorphisation of the honeycomb lattice [21,42]. There is
also a broadening of both the D and G peak widths (from 50 and
43 cm#1 to more than 200 and 100 cm#1, respectively, see SI), due
to a diminution of the energy state lifetime as a consequence of
defects induced by the Arþ ions. Raman confirms the deeper
damage observed by microscopy after top bombardment.

A further step for investigating the channelling effects is the
Raman depth analysis in both TOP and LAT bombardment geome-
tries, as reported in Fig. 3, where we show the Raman spectra ob-
tained after focussing at different depths into the MWCNT forest.
When the ions impinge on the side of the nanotube brush (LAT
bombardment), the nanotube mantel measured at the surface is
clearly defective and the defects persist down to about 10 mm of
laser probe focalisation, as still evident from a low intensity 2D
band and broader D and 2G peaks, while the damage is arrested at a
depth of about 15 mm, where the typical Raman spectrum of the
pristine sample is present again. On the other hand, when the CNTs
are bombarded from the top (TOP bombardment), the Raman
measurements show the same lineshape at the top surface and
laterally at the side surface and tens of mm in-depth, with quenched
2D peak and partial amorphisation, from the top to the bottom
close to the silicon substrate along the whole CNT 180 mm length.
These data, along with the morphology images shown before,
clearly demonstrate a preferential Arþ ion channelling, with pro-
duced defects going through the whole CNT length when ions
channel parallel to the MWCNT axis into the interstitials between
the CNTs, and that the penetration depth is limited to the first
10 mmwhen the Arþ ions hit the nanotubes perpendicularly to their
axis.

3.2. Lattice defects and bonding distortion induced by the ion
bombardment

Microscopy and Raman data have shown the ion channelling in
the interstitials between and into the aligned MWCNTs, associated
to an anisotropic penetration depth, and the formation of CNT
bundles. In order to identify the nature of the defects, and their
dependence on ion energy and integrated flux, we first analyse the

Fig. 1. (Left panel) SEM image (E¼ 10 keV) of the MWCNT sample grown on a Si
crystal. (Top-right panel) XPS measurement of the C 1s core level of the pristine
MWCNT sample, experimental data (red dots); the resulting fitting curve (continuous
red line) and single fitting components (light red, light blue, light green and light
yellow) are superimposed to the experimental data; fitting parameters in the text.
(Bottom-right panel) Raman spectrum (black dots) of the pristine MWCNT sample
(exciting radiation with l¼ 632.8 nm) with fitting curve (red curve) and single fitting
components (gray lines). (A colour version of this figure can be viewed online.)

G. D'Acunto et al. / Carbon 139 (2018) 768e775770

Pristine 
spectrum
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Nanotube Detector Concept: the ‘dark-PMT’

❖ ‘Dark-photocathode’ of aligned nanotubes


• Ejected e- accelerated by electric field


• Detected by solid state e- counter  

19

DM Wind

recoil electron

Dark-PMT features: 
• Portable, cheap, and easy to produce 
• Unaffected by thermal noise (Φe = 4.7 eV) 
• Directional sensitivity
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Two Arrays of dark-PMTs to Search for a Dark Matter Signal

❖ Two sets of detectors: pointing towards 
Cygnus, and in orthogonal direction


• Search variable: N1-N2

20

Dark-PMT 2

Dark-PMT 2

Dark-PMT 1

In-situ BG  
measurement

4

FIG. 2: Di↵erential rates of ejected electrons per year per kg, distributed in the recoil energy ER for M� = 5 MeV. We include
both sp2 and ⇡–orbital electrons. The three curves reported are relative to three di↵erent orientations of the DM wind main
direction with respect to the carbon nanotube parallel axes. The plot reported here is found with Eq. (23) and the addition of
the absorption probability at every hit with the CNT. ER corresponds to the kinetic energy of the electrons emitted from the
surface of the CNTs, having overcome the work function �wf .

We have to underscore here that in order to measure
a certain degree of asymmetry A, we do not need to pre-
cisely measure the electron recoil direction. We only need
to count the electrons reaching the detection region.

A compact apparatus. We consider an array of
single-wall metallic carbon nanotubes positioned in vac-
uum and in a uniform electric field directed parallel to
CNT axes. CNTs are held at a fixed negative poten-
tial. Field lines will concentrate on the open ends of this
CNT cathode, like on sharp edges, as described in Fig. 1
and commented in the Introduction. Electrons ejected
by collisions with DM particles will travel in vacuum re-
gions among (or within) CNTs and will eventually reach
the region where the electric field is intense. Once there,
electrons will be further accelerated in an electric field of
several kV/cm towards the anode where a silicon diode
is located, as in a hybrid light sensor (HPD or HAPD).

The signal produced by a collision with a single DM
particle is expected to be represented by single electron
count. Therefore, the detector has to be devised to dis-
criminate between single and multi-electron signals. This
might be obtained with HPD-type sensors, having an in-
trinsically low gain fluctuation, when coupled to a very
low electronic noise amplification stage. Notice that in
this configuration, given the very low rate of interaction,
neither fast nor highly segmented sensors are required.

On the other hand, we expect photons from radioac-
tivity to convert into the CNT target array. This would

generally produce electrons with keV or higher ener-
gies. These events are expected to extract several elec-
trons from the CNT cathode. Therefore the signal-to-
background discrimination, at this level, is that between
single-electron and multi-electron counts.

The detection element can be replicated to reach the
required target mass. Eventually, two arrays of elements
can be installed on a system that is tracking the Cygnus
apparent position. Two CNT arrays can be installed in
a back to back configuration: in one the open ends are
in the direction of the Cygnus (where the DM wind is
expected to come from). A di↵erent counting rate is
then expected on the two arrays, maximally exploiting
the anysotropy of the detection apparatus. More sophis-
ticated schemes might require the use of magnetic and
electric fields, such as the one sketched in [2].

We conclude that the anisotropic response studied in
this note allows to use existing technology with the sub-
stitution of the photocathode element only, and making
them blind to light. This makes our proposal easy to
test experimentally and scalable to a large target mass.
For the sake of illustration, assume a 1 ⇥ 1 cm2 sub-
strate coupled to a single photo-diode channels. On
this substrate a number of 1012, 10 nm diameter CNTs
can be grown. Since the surface density of a graphene
sheet is 1/1315 gr/m2, a single-wall CNT weights about
50 ⇥ 10�16 grams. This is equivalent to ⇠ 10 mg on a
single substrate. In the case of HPD, O(104) units per

G. Cavoto, et al., PLB 776 (2018) 338

mDM = 5 MeV

In principle sensitive  
to eV electrons!
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Sensitive Down to DM Particles of 2 MeV!

21

5

100 g CNT are needed. In principle, the system is scal-
able at will, since the target mass does not need to be
concentrated in a small region.

Single electrons counts can be triggered by environ-
ment neutrons as well. This is a well known source
of background a✏icting all direct DM search experi-
ments and the screening techniques are the standard
ones. Thermal neutrons have scattering lengths of few
fermis with electrons in graphene, but they have not
enough energy to extract them e�ciently from the ma-
terial. A neutron moderation screen, as those currently
used in these kind of experiments, has to be included
when devising the apparatus. We assume that working
with compact units as HPDs, this kind of screening might
be achieved more easily than with other configurations.

Another source of single electron counts, which belongs
to similar configurations too, is the electron thermo-
emission. This can strongly be attenuated by cooling
the device down to cryogenic temperatures. However, as
noted in [21], the thermionic electron current from an ef-
fective surface of 1 m2 of graphene should definitely be
negligible at room temperatures being proportional to3

j ⇡ T 3 exp (��wf/kT ) (5)

This is essentially due to the fact that the work-function
�wf in graphene is almost three times as large than the
typical work-function of photocathodes.

As for the field emission, this has also been studied in
[18] where it is found that its starts being significant for
electric fields above 1V/nm, way larger than the ones we
consider, see (2).

Conclusions. We have shown that single wall car-
bon nanotube arrays might serve as directional detectors
also for sub-GeV DM particles, if an appropriate external
electric field is applied and electron recoils are studied.
An appreciable anisotropic response, as large as A ⇠ 0.4
in (3), is reached with a particular orientation orienta-
tion of the target with respect to the DM wind. Since
the proposed detection scheme does not require any pre-
cise determination of the electron ejection angle and re-
coil energy, the carbon nanotube array target could be
integrated and tested in a compact Hybrid Photodiode
system — a technology already available — made blind
to light. High target masses can be arranged within lim-
ited volumes with respect to configurations proposing to
use graphene planes.

The results presented are obtained starting from the
conclusions reached by Hochberg et al. [2] on DM scatter-
ing on graphene planes and adapted to the wrapped con-
figuration of single wall carbon nanotubes. The fact that

3 with a coe�cient � = 115.8 A/m2 K�3.

carbon nanotubes, and interstices among them in the ar-
ray, almost behave as empty channels is still an essential
feature to obtain the results of the calculations described
here. The mean free paths attainable in these configura-
tions are definitely higher if compared to dense targets
as graphite or any crystal. We also observe that, in the
detection scheme proposed, di↵erently from [1], small ir-
regularities in the geometry of nanotubes are inessential.
For comparison with previous work, we present the

exclusion plot, see Fig. 3, which can be obtained with
the detection configuration here proposed. We perform
a full calculation including ⇡ and sp2� electrons. The

FIG. 3: We compare our results with those obtained by
Hochberg et al. [2]. Calculations are done including both
electrons from ⇡�orbitals and from sp2�hybridized orbitals.
The exposure of 1 kg⇥year is used.

latter figure summarizes the potentialities of the scheme
proposed. They result to be very much comparable to
what found in [2], although with rather di↵erent appara-
tus and practical realization. To conclude, we notice that
the device here described might be used alternatively as
a detector of heavier DM particles. Just by changing the
direction of the electric field, one could count positive
carbon ions recoiled out of and channeled by the carbon
nanotubes (or within the interstices among them), as in
the original proposal [1] [3].
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Appendix: DM-electron scattering. In this Ap-

pendix we report the essential formulae we have used to
obtain the results in the text. We have adapted the ex-
pressions in [2] to the configuration with CNTs.
The M� DM mass needed to eject electrons from

graphene is about 3 MeV at the galactic escape velocity.
In the �e� scattering process, part of the momentum is

Nanotubes 
(Dark-PMT)

Graphene 
(G-FET)

Exposure = 1 kg ∙ 1 year

Cavoto, et al., PLB 776 (2018) 338

interaction is mediated by a (scalar) particle of massmϕ, the
differential rate has a factor m4

ϕ=ðm2
ϕ þ q2=c2Þ2, with q ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2mNER
p

the momentum transfer, ER the recoil energy,
and mN the nuclear mass [31–33]. Usually, this factor
is considered to be ∼1, corresponding to mϕ≳
100 MeV=c2. We also consider the SI light-mediator limit,
mϕ ≪ q=c ≈ 10−3mχ (for mχ ≪ mN), in which the differ-
ential event rate for DM-nucleus scattering scales with m4

ϕ.
Second, light DM could be detected from its scattering

off bound electrons. We follow Ref. [34] to calculate the

DM-electron scattering rates, using the ionization form
factors from Ref. [35], the detector response model as
above (from Ref. [22]), and dark matter form factor 1.
Relativistic calculations [36] predict 2–10 times larger rates
(for ≥ 5 produced electrons), and thus our results should be
considered conservative. As previous DM-electron
scattering results [34,37,38] did not use a Qy cutoff, we
derive constraints with and without signals below 12
produced electrons (equivalent to our Qy cutoff) to ease
comparison.

(a)

(c) (d)

(e) (f)

(b)

FIG. 5. The 90% confidence level upper limits (black lines with gray shading above) on DM-matter scattering for the models discussed
in the text, with the dark matter mass mχ on the horizontal axes. We show other results from XENON1T in blue [5,6], LUX in orange
[45–48], PandaX-II in magenta [33,49,50], DarkSide-50 in green [29,38,51], XENON100 in turquoise [14,52], EDELWEISS-III [53] in
maroon, and other constraints [34,54–56] in purple. Dotted lines in (a)–(c) show our limits when assuming theQy from NEST v2.0.1 [42]
cut off below 0.3 keV. The dashed line in (d) shows the limit without considering signals with< 12 produced electrons; the solid line can
be compared to the constraints from Refs. [34,38] shown in the same panel, the dashed line to our results on other DMmodels, which use
theQy cutoffs described in the text. The limits jump at 17.5 GeV=c2 in (a) (and similarly elsewhere) because the observed count changes
from 10 to 3 events in the ROIs left and right of the jump, respectively.

PHYSICAL REVIEW LETTERS 123, 251801 (2019)
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PRL 123 (2019) 251801G-FET  
1 kg ∙ 1 yr
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1 g ∙ 1 yr
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DM Wind

Optimizing the Two Sides of the dark-PMT
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DM Wind

Optimizing the Two Sides of the dark-PMT
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Aligned carbon nanotubes 
Optimize: length, density,  

single-wall vs multi-wall
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DM Wind

Optimizing the Two Sides of the dark-PMT

22

Aligned carbon nanotubes 
Optimize: length, density,  

single-wall vs multi-wall

Silicon detector for keV electrons 
Optimize: technology, geometry, distance
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A State-of-the-Art CVD Chamber in Rome
❖ Thanks to ATTRACT funding


• To develop novel UV light detector  
made with carbon nanotubes


❖ Equipped with Plasma-Enhanced technology


• Capable of single-wall nanotubes


❖ Delivered right before lockdown (March 2020)


• Commissioning finished in July 2020


• Operational since August 2020

23
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First Successful Growths on Day One!

❖ Successfully synthetized nanotubes on day one!


• Can take months to commission CVD


❖ Growing CNTs on a number of subtrates:


Silicon


Fused silica


Basalt fibers


Borosilicate glass

24

SEM image of August 4th growth  
(day one of operation)

Length 80-100 µm

Not quite, yet
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Optimizing the Nanotube Growth Process

25

Growing VA-CNTs in NanoUV/PTOLEMY Lab

1

Before VA-CNTs Growth After VA-CNTs Growth

� T § 720 ± 740 �C
� Growth Catalyst: Fe nanoparticles
� Annealing treatment: 720 �C in H2 atmosphere for 4 

PLQXWeV (XS WR a SaUWLaO SUeVVXUe Rf 6Â10-1 mbar)
� CNTs growth: 740 �C in C2H2 (up to a partial pressure of 

60±70 mbar) for 10 minutes
� SiO2 substrates (up to now!)

Optimized VA-CNTs Growth Parameters

Growing VA-CNTs in NanoUV/PTOLEMY Lab

1

Before VA-CNTs Growth After VA-CNTs Growth

� T § 720 ± 740 �C
� Growth Catalyst: Fe nanoparticles
� Annealing treatment: 720 �C in H2 atmosphere for 4 

PLQXWeV (XS WR a SaUWLaO SUeVVXUe Rf 6Â10-1 mbar)
� CNTs growth: 740 �C in C2H2 (up to a partial pressure of 

60±70 mbar) for 10 minutes
� SiO2 substrates (up to now!)

Optimized VA-CNTs Growth Parameters

Before

After

Since October 2020 achieving uniform growths over 4x2 cm2

h = 142 µm
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Nanotube Characterization at Roma Tre LASEC Labs

❖ Large UHV chamber at Roma Tre LASEC labs


• Equipped with UPS, XPS, e- energy loss analysis


❖ Performed UPS characterization of nanotubes


• And compared them to amorphous carbon

26

UV e- UV e-

Nanotubes Amourphous  
carbon

UV lamp

e- analyzer

Sample holder  
and manipulator
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VA-CNTs Photoemission Anisotropy? - Build the Geometric Model

Sample

J

Sample

Electron Analyser

UV beamδ

During the sample rotation:

‣UV beam spot rotates and stretches

‣The Electron Analyser field of view 
stretches

Build the geometric model:     N(θ) = A (1 − 1
1 + e−k(θ−θ0) ) cos θ + 1

1 + e−k(θ−θ0)

dV
e

sin (tg−1( tg β sin (α + θ) ))
sin β cos(α + θ)
dUVsin β cos α θ > θc

dH
e cos θ

cos (tg−1( tg β sin (α + θ) ))
sin β cos(α + θ)
dUVsin β cos α θ ≤ θc

Measure the profile of:

‣UV beam spot 

‣Electron Analyser field of view


Extrapolate the rotation dependence of:

‣UV beam spot 

‣Electron Analyser field of view

‣Electron mean free path within the sample

θ

Non-trivial Geometry Needs to be Taken into Account
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‣Electron Analyser field of view

‣Electron mean free path within the sample
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VA-CNTs Photoemission Anisotropy? - UPS Angular Efficiency

UV-Photoemission Spectroscopy (UPS)

‣Complex experimental geometry

‣Geometric model built


Amorphous carbon (aC)

‣Not ordered system 

‣No preferential directions 


aC data represent experimental angular efficiency

‣Compare with VA-CNTs data

‣Any anisotropy? 

During rotation: 
• UV beam spot turns and stretches 
• Analyzer field of view shrinks

Geometrical model with only one free parameter 

Satisfying description of amorphous carbon spectrum

A. Apponi, PhD thesis
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Enhanced Electron Emission by Nanotubes

❖ Using He (I+II) UV lamp


• hν = 21.2 eV and 40.8 eV 


❖ Studied electron flux ratio Fcnt/FaC 


• vs angle γ between nanotube axis and UV light


• Normalized so that Fcnt/FaC = 1 @ γ = 40°


• CNT variation up to 10x larger than aC @ γ = 90°


• Further proof of anisotropy of nanotubes
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Silicon Detectors for keV Electrons

❖ Benchmark: Avalanche Photo-Diodes


• Simple, cost-effective


• Hamamatsu windowless APD


❖ Possible upgrade: Silicon Drift Detectors


• Ultimate resolution


• FBK (SDD) + PoliMi (electronics)

29

DM Wind

Challenge: detect keV electrons  
(with high efficiency)
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LASEC Labs Also Have State-of-the-Art e- Gun

30

❖ Inside same UHV chamber as UPS


• Electron energy: 90 < E < 1000 eV


• Energy uncertainty < 0.05 eV


❖ Gun current as low as a few fA


• i.e. electrons at ~10 kHz (not bunched)


❖ Beam profile ~ 0.5 mm


• Completely contained on APD (⌀ = 3 mm)

e- gun

APD
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 2.0 pA± = 1.3 0I
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 / NDF = 0.31 / 42χ

APD Characterization with 900 eV Electrons

❖ Reading APD bias current when shooting gun on it


• Vapd = 0: electronic ‘image’ of APD


• Vapd = 350 V: Iapd proportional to Igun
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Dark-PMT Prototype ‘Hyperion’ Taking Data in Rome
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DM Wind

Nanotubes

APD/SDD

Vacuum 
pump

Linear shifter

recoil electron
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Field Electron Emission from Nanotubes?
❖ Observed high Iapd at high ∆V and small d(CNT-APD)


• Compatible with field electron emission 


• Well-documented effect   eg Carbon 45 (2007) 2957


❖ Checked that no effect with ∆V > 0


• And with substrate without nanotubes
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Not Limited to Dark Matter!

❖ Young but ambitious nanotube programme started in Rome


• ‘NanoUV’: UV light detectors based on carbon nanotubes


• ‘NanoBio’: nanotubes for biosensors


• Development of novel composite materials  
made with carbon nanotubes
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100k€ ATTRACT grant

13k€ Sapienza grant (collaborating with Biology department)

Collaborating with faculty of Engineering
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Conclusions

❖ Carbon nanostructures: exciting new possibilities for light dark matter searches


• 2D materials: recoiling electrons ejected directly into vacuum


❖ Two detector concepts, both with directional sensitivity


• ‘G-FET’: made of graphene nanoribbons


• ‘Dark-PMT’: made of aligned carbon nanotubes


❖ Lots of exciting R&D ongoing both in Princeton and Rome!


• Rome CVD chamber successfully synthesizing nanotubes since day one


• Dark-PMT prototype ‘Hyperion’ currently being commissioned with APDs and SDDs
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Some of this work has received funding  
from the ATTRACT project funded by the EC 

under Grant Agreement 777222
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SDDs for High-Resolution Electron Spectroscopy

❖ Anode rings to guide electron drift to center


• Lower gain (~10) wrt APDs (~100-300)


❖ Recently shown to be excellent electron detectors


• In 5-20 keV energy range
38

M. Gugiatti, et al., NIM A 979 (2020) 164474



Carbon Nanostructures for Dark Matter, 20.01.21Francesco Pandolfi

SDD Integration in Hyperion with MIXED Module
❖ Collaboration with PoliMi (Prof. C. Fiorini)


• Leading experts on SDDs


❖ Designed SDD module ‘MIXED’  
for integration in Hyperion prototype
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ZĂ�>Ăɴ�WŽůŝDŝ

12New ATTRACT SDD solution

SDD

MIXED: MIniaturized X-ray and Electron Detector
M. Gugiatti, et al., Proc. IEEE ICECS 2020
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Non-Aligned Top Layer: A Problem?
❖ Common effect of CVD growth: non-aligned top layer


• Could be a problem for electrons (absorbed)

40

Xu, et al., Nat Commun 7 (2016) 13450

Nanotubes grown  
in Trieste in 2019

all conventional viscoelastic tapes (for example, 3M double-sided
sticky tape), which would have become glassy and detached from
the target surface in such a cold environment.

Figure 1k shows the retained vertical alignment of the
nanotube trunks for a VA-DWNT dry adhesive even after being
tested at 1,033 !C. The corresponding Raman spectra (Fig. 1l) and
X-ray photoelectron spectroscopic (XPS) results (Fig. 1m) show
an improvement of the nanotube structure after the high
temperature testing due to a thermally induced increase in the
graphitization degree with a concomitant loss of physically
adsorbed oxygen molecules16, as reflected by the increase in the

Raman G band relative to the D band and decrease in the XPS O
1s peak with respect to the XPS C 1s peak. This, together with the
absence of catalyst residue from our nanotube materials (Fig. 1m;
Supplementary Fig. 1), ensured the superior thermal stability even
in air for our VA-DWNTs, consistent with the previous report17.

To compare the temperature-enhanced adhesion of our CNT
dry adhesive with commercially available adhesive tapes, we
selected the Duro super glue (B103 N cm! 2) with a maximum
operation temperature (MOT) of 93 !C, 3 M thermally conductive
tape (32 N cm! 2, MOT¼ 260 !C), and 3 M double-side
sticky tape (B42 N cm! 2, MOT¼ 85 !C) of the same size
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Figure 1 | Adhesion enhancement of the carbon nanotube (CNT) adhesive at high and low temperatures. (a–d) Diagram showing the preparation
procedure of the CNT dry adhesive. (e,f) Top-view scanning electron microscopic (SEM) image of the rationally designed fibrillar adhering surface
generated by plasma etching the nonaligned, entangled top nanotube segments on the as-grown VA-DWNT array (e) to form the bundled top nodes
(f) (scale bars, 2 mm). (g–j) Digital photo images illustrating the adhesion force measurements at different temperatures. (g) room temperature
measurement (24 !C), inset in the up-right showing the two copper foils to be ‘glued’ together by the VA-CNT dry adhesive within the black squared area.
(h,i) Enhanced adhesion with increasing temperature up to 1,033 !C (inset at the bottom-right in i showing the debonding at 1,085 !C and the CNT dry
adhesive after the high temperature test). (j) Liquid N2 cooling (! 190.7 !C) by using a thick piece of tissue papers pre-immersed in liquid N2. (k) Side-view
SEM image showing the structure integrity after the test at 1,033 !C (scale bar, 1mm). (l) Raman spectra of the CNT dry adhesive after tests at 24 and
1,033 !C for comparison, and (m) the corresponding XPS spectra. (n) Temperature dependence of the adhesion force for the CNT dry adhesive (red curve).
The inset shows temperature dependence of the adhesion forces for commercial adhesive tapes, including the Duro Liquid Super Glue (green curve), 3 M
Polyimide Film Tape 5413 (black curve), and 3 M 410 M Double-Sided Masking Tape (blue curve) of the same size (4 mm#4 mm). Each of the adhesion
strength data points was averaged from five samples measured under the same thermal control conductions. The variation of the error bars is caused by
the temperature fluctuation and the system error.
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First Attempt with O2 Plasma Etching Successful

❖ Visually, seems like it worked
 ❖ Will study effect on electron emission
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After O2 etchingAs grown


