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Outline
• Introduction - what are PDFs and why are they important?

• Role of precision LHC data in PDF fits. Two examples:

2

‣ Vector boson production and the proton strangeness.
‣ Jet production at NNLO.

• New calculations - the photon PDF.

• Ongoing work - MMHT18 and Ultimate PDFs.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

2 Changes in the theoretical procedures

In this Section, we list the changes in our theoretical description of the data, from that used

in the MSTW analysis [1]. We also glance ahead to mention some of the main e↵ects on the

resulting PDFs.

2.1 Input distributions

As is clear from the discussion in the Introduction, one improvement is to use parameterisations

for the input distributions based on Chebyshev polynomials. Following the detailed study in

[11], we take for most PDFs a parameterisation of the form

xf(x,Q2
0) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch
i (y(x))

!
, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are Chebyshev polynomials in y, with

y = 1 � 2xk where we take k = 0.5 and n = 4. The global fit determines the values of the

set of parameters A, �, ⌘, ai for each PDF, namely for f = uV , dV , S, s+, where S is the

light-quark sea distribution

S ⌘ 2(ū+ d̄) + s+ s̄. (2)

For s+ ⌘ s + s̄ we set �+ = �S. As argued in [1] the sea quarks at very low x are governed

almost entirely by perturbative evolution, which is flavour independent, and any di↵erence in
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• The extraction of Parton Distribution Functions (PDFs) is a huge 
subject - could spend entire seminar (many slides, many slides          )  on 
one specific sub-topic.

Introductory Remarks

• Here I will give an overview and pick out a few interesting developments 
and questions/issues relevant to the high precision LHC. For more details/
broader overview:

• But first of all, what are PDFs and why do we care?
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The LHC

• The Large Hadron Collider (LHC) is the most powerful 
accelerator ever built, with unique sensitivity to the Higgs sector and 
physics within and beyond the Standard Model.

• It is also (predominantly) a proton-proton collider.
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An LHC collision

• How do we model an LHC collision? Proton is composite - collision 
involves quarks/gluons:

6

• The `parton model’ - proton-proton cross section is convolution of 
parton-level cross section and Parton Distribution Functions (PDFs)

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,

f(x)⌦ g(x) ⇠
Z

dyf(x)g(x/y) ,

An LHC collision

• How do we model an LHC collision? Proton is composite particle - 
underlying collision involves quarks/gluons:

6

• The `parton-model’ - write proton-proton cross section as convolution 
of parton-level cross section and Parton Distribution Functions (PDFs)

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,

f(x)⌦ g(x) ⇠
Z

dyf(x)g(x/y) ,

g(x1, Q
2)

g(x2, Q
2)

�(gg ! h)



Parton Distribution Functions

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,

PDF for gluon
      -  proton longitudinal momentum fraction.

      - factorization scale ~ energy of quark/gluon 
collision ~ inverse of resolution length.

• Cross section given in terms of:

parton-level cross section.                           perturbative 
expansion in       :

�(gg ! h) = ↵S(mh)
2(�0 + ↵S(mh)�1 + · · · )

• At lowest order PDF is probability of finding gluon in the proton carrying 
momentum fraction    .

↵S(mh) ⌧ 1 )
↵S

x

Q

x
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• How do we model an LHC collision? Proton is composite particle - 
underlying collision involves quarks/gluons:
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An LHC collision

• How do we model an LHC collision? Proton is composite particle - 
underlying collision involves quarks/gluons:

6

• The `parton-model’ - write proton-proton cross section as convolution 
of parton-level cross section and Parton Distribution Functions (PDFs)

�(pp ! h+X) ⇠ �(gg ! h)⌦ g(x1, Q
2)⌦ g(x2, Q

2) ,

f(x)⌦ g(x) ⇠
Z

dyf(x)g(x/y) ,

g(x1, Q
2)

g(x2, Q
2)

�(gg ! h)

�(gg ! h) :

g(x,Q2) :
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DGLAP
• Quark/gluons like to radiate       PDFs depend on resolution scale. 
Formally, factorization in QCD requires introduction of a scale     µF

µF : factorization scale

• Requiring that physical cross section is independent of this to 
calculated order in      gives DGLAP evolution equation, e.g.

�

lp ⇠ �

lq(µF )⌦ q(x, µF )

d�

lp

dµF
= 0 + higher orders ! @q(x, µ)

@µ

= Pqq ⌦ q(x, µ) + Pqg ⌦ g(x, µ)

• DGLAP       PDFs at lower scale determine PDFs at higher scales. 
Thus fits parameterise at low scale       and fit to a range of energies.

)

)

Dokshitzer-Gribov-
Lipatov-Altarelli-
Parisi

Q0
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Initial state: Parton Distributions

6

Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections 

Pqq(x) = CF

[

1 + x2

(1− x)+
+

3

2
δ(1 − x)

]

Pqg(x) = TR

[

x2 + (1− x)2
]

Pgq(x) = CF

[

1 + (1− x)2

x

]

Pgg(x) = CA

[

2x

(1− x)+
+ 2

1− x

x
+ 2x(1 − x)

]

+β0δ(1 − x)

Fig. 3.5: The four DGLAP splitting functions of QCD

3.2.5 Initial-state gluons
As mentioned right at the start of this section, we also obtain O(αS) corrections from the process eg →
eqq̄. Most of what we said above carries over in a straightforward way. Although there is no soft
singularity or virtual term to cancel it, there is a collinear singularity. This corresponds to a two-step
process in which a gluon splits to a q–q̄ pair, one of which interacts with the photon. The singularity
again corresponds to the virtuality of the internal quark line going to zero. This singularity can again be
absorbed into a factorized universal pdf for the gluon. We end up with an additional contribution to the
structure function of

F2(x,Q
2) =

∑

q

e2q

∫ 1

x
dxp

x

xp
fg

(

x

xp
, µ2

){

αS

2π

(

Pqg(xp) log
Q2

µ2
+Rg(xp)−Kqg(xp)

)

+O(α2
S)

}

,

(3.78)
where the sum over q is over all ‘light’ flavours. We now have four different types of splitting function,
illustrated in Fig. 3.5. The DGLAP equation now becomes a set of coupled equations:

µ2 d

dµ2
fa
(

x, µ2
)

=
∑

b

αS

2π

∫ 1

x

dxp
xp

fb

(

x

xp
, µ2

)

Pab(xp) +O(α2
S). (3.79)

In moment space, this can be conveniently written as a matrix equation (in general of (2Nf+1)×(2Nf+1)
matrices, but for simplicity we show the case of only one flavour of quark):

µ2 d

dµ2

⎛

⎝

fqN
fq̄N
fgN

⎞

⎠ =

⎛

⎝

γqqN (αS(µ)) 0 γqgN (αS(µ))
0 γqqN (αS(µ)) γqgN (αS(µ))

γgqN (αS(µ)) γgqN (αS(µ)) γggN (αS(µ))

⎞

⎠

⎛

⎝

fqN
fq̄N
fgN

⎞

⎠ . (3.80)

Exactly the same solution is obtained, but in matrix notation,
⎛

⎝

fqN (µ2)
fq̄N (µ2)
fgN (µ2)

⎞

⎠ = exp

∫ µ2

µ2
0

dµ′2

µ′2

⎛

⎝

γqqN (αS(µ′)) 0 γqgN (αS(µ′))
0 γqqN (αS(µ′)) γqgN (αS(µ′))

γgqN (αS(µ′)) γgqN (αS(µ′)) γggN (αS(µ′))

⎞

⎠

⎛

⎝

fqN (µ2
0)

fq̄N (µ2
0)

fgN (µ2
0)

⎞

⎠ .

(3.81)
This is even more troublesome to do by the Inverse Mellin Transform, so the full set of DGLAP equations
is almost always solved numerically.

Note that at higher orders of perturbation theory, even the zero entries in (3.80) become non-zero,
as do contributions like Pqq′(x).
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Extracting PDFs
• QCD binding of quarks/gluons in the proton occurs at scale                      
cannot calculate using perturbative QCD.
• However factorization       PDFs are universal, e.g. for Deep Inelastic 
Scattering (DIS) and Drell-Yan (DY) production:

Factorization ) qDIS(x,Q
2
) ⌘ qDY (x,Q

2
)

! Fit the PDFs to one dataset (DIS) to make predictions for another (DY).

⇠ ⇤QCD )

9

Initial state: Parton Distributions

6

Distribution of energy that quarks and gluons carry  inside proton quantified by Parton Distributions

x: Fraction of the proton’s momentum

Q: Energy of the quark/gluon collision
Inverse of the resolution length

PDFs determined by non-perturbative QCD dynamics 
Extract from experimental data within a global analysis

g(x,Q): Probability of finding a gluon inside 
a proton, carrying a fraction x of the proton 
momentum, when probed with energy Q

Juan Rojo                                                                                                               ICFA 2017 Seminar, Ottawa, 07/11/2017
Extract PDFs from lepton-proton collisions Use PDFs to predict proton-proton cross-sections 
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Global fits - MMHT
• For LHC (and elsewhere) aim to constrain PDFs to high precision for 
all flavours (            …) over a wide     region.

• Only so much can be done with DIS       MMHT collaboration 
performs global PDF fits to wide range of data (DIS, fixed nuclear 
targets with       beams, hadron collider data - jets,               …).
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.
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particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available
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W, Z, ttl, ⌫

• One of three major global fitters (CT, MMHT, NNPDF).
Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e

+
p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78

HERA e

+
p NC 920 GeV[61] 479 /330 402 /330 373/ 330

HERA e

�
p NC 920 GeV [61] 158/ 145 129/ 145 125 /145

HERA e

+
p CC [61] 41 / 34 34 / 34 32 / 34

HERA e

�
p CC [61] 29 / 34 23 / 34 21 / 34

HERA ep F

charm
2 [62] 105 /52 72 / 52 82 / 52

H1 99–00 e

+
p incl. jets [126] 77 / 24 14 / 24 —

ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W

+
,W

�
, Z [10] 94/30 38/30 39/30

CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e

+
e

�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e

+
e

� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �2/Npts. for the data sets included in the global fit. For the NuTeV
⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.
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Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
BCDMS µd F2 [19] 140 / 142 143 / 151 143 / 151
NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e

+
p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78

HERA e

+
p NC 920 GeV[61] 479 /330 402 /330 373/ 330

HERA e

�
p NC 920 GeV [61] 158/ 145 129/ 145 125 /145

HERA e

+
p CC [61] 41 / 34 34 / 34 32 / 34

HERA e

�
p CC [61] 29 / 34 23 / 34 21 / 34

HERA ep F

charm
2 [62] 105 /52 72 / 52 82 / 52

H1 99–00 e

+
p incl. jets [126] 77 / 24 14 / 24 —

ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W

+
,W

�
, Z [10] 94/30 38/30 39/30

CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e

+
e

�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e

+
e

� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �2/Npts. for the data sets included in the global fit. For the NuTeV
⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.
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Data set LO NLO NNLO
BCDMS µp F2 [125] 162 / 153 176 / 163 173 / 163
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NMC µp F2 [20] 141 / 115 132 / 123 123 / 123
NMC µd F2 [20] 134 / 115 115 / 123 108 / 123
NMC µn/µp [21] 122 / 137 131 / 148 127 / 148
E665 µp F2 [22] 59 / 53 60 / 53 65 / 53
E665 µd F2 [22] 52 / 53 52 / 53 60 / 53
SLAC ep F2 [23, 24] 21 / 18 31 / 37 31 / 37
SLAC ed F2 [23, 24] 13 / 18 30 / 38 26 / 38
NMC/BCDMS/SLAC/HERA FL [20, 125, 24, 63, 64, 65] 113 / 53 68 / 57 63 / 57
E866/NuSea pp DY [88] 229 / 184 221 / 184 227 / 184
E866/NuSea pd/pp DY [89] 29 / 15 11 / 15 11 / 15
NuTeV ⌫N F2 [29] 35 / 49 39 / 53 38 / 53
CHORUS ⌫N F2 [30] 25 / 37 26 / 42 28 / 42
NuTeV ⌫N xF3 [29] 49 / 42 37 / 42 31 / 42
CHORUS ⌫N xF3 [30] 35 / 28 22 / 28 19 / 28
CCFR ⌫N ! µµX [31] 65 / 86 71 / 86 76 / 86
NuTeV ⌫N ! µµX [31] 53 / 40 38 / 40 43 / 40
HERA e

+
p NC 820 GeV[61] 125 / 78 93 / 78 89 / 78

HERA e

+
p NC 920 GeV[61] 479 /330 402 /330 373/ 330

HERA e

�
p NC 920 GeV [61] 158/ 145 129/ 145 125 /145

HERA e

+
p CC [61] 41 / 34 34 / 34 32 / 34

HERA e

�
p CC [61] 29 / 34 23 / 34 21 / 34

HERA ep F

charm
2 [62] 105 /52 72 / 52 82 / 52

H1 99–00 e

+
p incl. jets [126] 77 / 24 14 / 24 —

ZEUS incl. jets [127, 128] 140/60 45 / 60 —
DØ II pp̄ incl. jets [119] 125 / 110 116 / 110 119 / 110
CDF II pp̄ incl. jets [118] 78 / 76 63 / 76 59 / 76
CDF II W asym. [66] 55 / 13 32 / 13 30 / 13
DØ II W ! ⌫e asym. [67] 47 / 12 28 / 12 27 / 12
DØ II W ! ⌫µ asym. [68] 16 / 10 19 / 10 21 / 10
DØ II Z rap. [90] 34 / 28 16 / 28 16 / 28
CDF II Z rap. [70] 95 / 28 36 / 28 40 / 28

ATLAS W

+
,W

�
, Z [10] 94/30 38/30 39/30

CMS W asymm pT > 35 GeV [9] 10/11 7/11 9/11
CMS asymm pT > 25 GeV, 30 GeV[77] 7/24 8/24 10/24
LHCb Z ! e

+
e

�[79] 76/9 13/9 20/9
LHCb W asymm pT > 20 GeV[78] 27/10 12/10 16/10
CMS Z ! e

+
e

� [84] 46/35 19/35 22/35
ATLAS high-mass Drell-Yan [83] 42/13 21/13 17/13
CMS double di↵. Drell-Yan [86] — 372/132 149/132
Tevatron, ATLAS, CMS �tt̄ [91]–[97] 53/13 7/13 8/13
ATLAS jets (2.76 TeV+7 TeV)[108, 107] 162/116 106/116 —
CMS jets (7 TeV) [106] 150/133 138/133 —
All data sets 3706 / 2763 3267 / 2996 2717 / 2663

Table 5: The values of �2/Npts. for the data sets included in the global fit. For the NuTeV
⌫N ! µµX data, the number of degrees of freedom is quoted instead of Npts. since smearing
e↵ects mean nearby points are highly correlated. The details of corrections to data, kinematic cuts
applied and definitions of �2 are contained in the text.

41

�2/dof ⇠ 1

Non-trivial 
check of QCD.

)
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Precise PDFs for the LHC
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Figure 71: Comparison of PDF luminosities in the large invariant mass MX region between MMHT14, ABMP16, CT14
and NNPDF3.1. From left to right and from top to bottom we show the results of the gluon–gluon, gluon–quark,
quark–anti–quark and quark–quark luminosities, normalized to the central value of MMHT14. In this comparison,
NNLO PDFs with ↵s(mZ) = 0.118 sets are used.

and gluons. As discussed in Sect. 6, PDF uncertainties are large in this region due to the limited amount of
experimental constraints.

In order to quantify the size of the PDF uncertainties in the large invariant mass region, as well as the
relative agreement between the PDF groups, it is useful to compare the PDF luminosities for MX � 1 TeV.
We will restrict ourselves to ABMP16, CT14, MMHT14 and NNPDF3.1, in all cases using ↵s(mZ) = 0.118.
Results are shown in Fig. 71 for

p
s = 13 TeV normalized to the central value of the MMHT14 calculation.

From the comparison in Fig. 71, we find that PDF uncertainties are small, at the few–percent level, up
to MX ' 5 TeV for the quark–quark luminosities. This is due to the fact that Lqq is dominated by the
rather accurately known up and down quark valence PDFs, which are constrained by measurements of e.g.
fixed–target DIS structure functions.

For the gluon–gluon luminosity, Lgg, we find a rather large spread in the predictions between the dif-
ferent groups, with MMHT14 (ABMP16) leading to the largest (smallest) central values. For instance, at
MX ⇠ 5 TeV, which is close to the upper limit of the kinematic coverage of the LHC, the envelope of the
PDF uncertainty bands spans ⇠ 100%. Even for more moderate invariant masses the spread is quite large,
with the values of Lgg at MX ⇠ 2.5 TeV varying between ⇠ +10% and �30% in comparison to the central
MMHT14 result. It is thus clear that these uncertainties would represent one of the limiting factors for BSM
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• Ultimate reach of LHC limited by knowledge of PDFs.

• High mass searches - PDFs in high       
region (currently constraints poor)

Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

Why precision PDFs?

9

Ultimate accuracy of LHC calculations limited by knowledge of proton structure

heavy SUSY particle production Higgs couplings

W mass determination

[HL-LHC forecast]

P
D

F errors

spread  betw
een P

D
F sets

W mass perspectives at the HL-LHC

05/09/2017 A.Savin, UW

15

Improvements in PDF uncertainties,
combination of ATLAS/CMS and LHCb

ATLAS Higgs Physics Prospects at the High Luminosity LHC Paul Glaysher

estimates. The expected precision at which the SM nature of the couplings can be probed with
3000 fb�1 is in the 2 - 15 % range depending on the decay channel.

Figure 1: Relative signal strength errors Dµ/µ in units of SM expectation, taken from Ref. [11],
for 300 and 3000 fb�1. The hashed areas indicate current theory uncertainty.

3. Higgs Self-Coupling

An exciting goal of the HL-LHC is observing di-Higgs boson production, which is sensitive
to the Higgs self-coupling. Measuring the self-coupling, l , will provide the strongest test of as-
sessing the SM nature of the Higgs boson. The expected NNLO cross section is 41 fb for

p
s = 14

TeV [12]. For this challenging measurement, the most promising signatures come from the final
states HH ! bb̄gg with only 320 expected events for 3000 fb�1 but an experimentally clean sig-
nature and HH ! WWgg with 30,000 expected events but subject to large backgrounds. Further,
the bb̄bb̄ and bb̄t+t� final states are also of interest [13]. Results for HH! bb̄gg are shown in
Figure 2a. A strong seperation of signal and background is achieved through angular and mass
cuts. In the case of the HH! bb̄gg channel alone, 8.4 signal and 47 background events are se-
lected, assuming a SM coupling lSM. As shown in Figure 2b, just HH! bb̄gg will not be sensitive
at the 5 s discovery level to lSM, but will be able to rule out large deviations from the SM, namely
�1.3 < l/lSM < 8.7. A combination of all available channels from both ATLAS and CMS exper-
iments is likely to be sensitive at the 5 s discovery level to SM Higgs self-coupling by the end of
the HL-LHC run.

3

• Higgs couplings      
need to model SM 
production precisely.

• Precision SM measurements - PDFs dominant 
uncertainty for e.g.      mass.W

!

11
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HL-LHC & LIU 
Projects firmly established and key parts of CERN’s mid-term planning 
with recent successful cost and schedule review 

14-4-2015 Ray Veness / CERN 

We are hereHiggs

LHC: The Future

•We are at a very early stage in LHC running: so far only a few percent 
of the final projected data sample collected.

! Precision requirements at the LHC rapidly increasing. 



Precise Theory

9

Theory progress
• Past year has seen an explosion in theory calculations for LHC 
processes at the cutting edge ‘Next-to-Next-to-leading order’ (NNLO) 
in the strong coupling expansion ( ~ sub % level precision).

Image credit: 
Gavin Salam

! Opens up the possibility to include a wide range of processes for 
the first time at this very precise level. I will play active role in 
doing this in MMHT.

• Past years has seen an explosion in calculations for LHC processes at 
Next-to-Next-to-Leading-Order (NNLO) in the strong couplings (         
level precision).

• Thus, precision in data and theory at unprecedented level. As we will 
see, provides opportunities and challenges for PDF fitters.

⇠ %

13



Confronting LHC Data
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LHC Data
• Global groups busily updating fits to include the plentiful and 

precise new LHC data. ABMP16, NNPDF3.1 released, MMHT18 
and CT17 on their way.

• Many studies ongoing - I will described two examples in some 
detail here.

15
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Gluon (NNLO), Q2 = 104GeV2

x

MMHT (no jets)

LHC

Tevatron

Tevatron + LHC

Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and p

jet
? are taken. The NLO (NNLO) results are shown in the

left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the p

jet
? scale. The overall impact is seen to be moderate, although not negligible. To

give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region

18

Figure 2.1: The kinematic coverage of the NNPDF3.1 dataset in the
�
x,Q2

�
plane.

10

Progress in PDF fits
• Global groups busily updating fits to include the plentiful and 

precise new LHC data. ABMP16, NNPDF3.1 released recently, 
MMHT17/18 and CT17 on their way.

Taken from 
DIS’17

Global fits- the LHC PDF success story…

CT17p — data to be included

5

✦ Previous LHC and HERA 1 data included in CT14 will be superseded 
by updated Run 1 and HERA 1+2 data; adding new LHC data, 
especially on Z boson pT and top quark differential distributions

Combined HERA1+2 DIS [1506.06042]    update   

LHCb 7 TeV Z, W muon rapidity dist. [1505.07024]    update 

LHCb 8 TeV Z rapidity dist. [1503.00963]    update 

ATLAS 7 TeV inclusive jet [1410.8857]    update 

CMS 7 TeV inclusive jet (extended y range)[1406.0324]    update 

ATLAS 7 TeV Z pT dist. [1406.3660]   new 

LHCb 13 TeV Z rapidity dist. [1607.06495]    update 

CMS 8 TeV Z pT and rapidity dist. (double diff.) [1504.03511]   new 

CMS 8 TeV W, muon asymmetry dist. [1603.01803]   update 

ATLAS 7 TeV W/Z, lepton(s) rapidity dist. [1612.03016]   update 

CMS 7,8 TeV tT differential distributions   new 

ATLAS 7,8 TeV tT differential distributions   new 

Fit to new hadron collider data

We now also fit to high rapidity W,Z data from LHCb at 7 and 8 TeV,
W + c jets from CMS, which constrains strange quarks, high precision
CMS data on W

+,� rapidity distributions which can also be interpreted
as an asymmetry measurement, and also the final e asymmetry data
from D0 (lepton, not W asymmetry).

no. points NLO �

2
pred

NLO �

2
new

NNLO �

2
pred

NNLO �

2
new

�

tt̄

Tevatron +CMS+ATLAS 18 19.6 20.5 14.7 15.5
LHCb 7 TeV W + Z 33 50.1 45.4 46.5 42.9
LHCb 8 TeV W + Z 34 77.0 58.9 62.6 59.0
LHCb 8TeV e 17 37.4 33.4 30.3 28.9
CMS 8 TeV W 22 32.6 18.6 34.9 20.5
CMS 7 TeV W + c 10 8.5 10.0 8.7 8.0
D0 e asymmetry 13 22.2 21.5 27.3 25.8
total 3738/3405 4375.9 4336.1 3741.5 3723.7

Predictions good, and no real tension with other data when refitting,
i.e. changes in PDFs relatively small. Slightly (⇠ 10 units) better than
previous report due to improvements (and one correction) in K-factors.

At NLO ��

2 = 9 for the remainder of the data and at NNLO ��

2 = 8.

When couplings left free at NLO ↵

S

(M2
Z

) stays very close to 0.120 but
at NNLO ↵

S

(M2
Z

) marginally above 0.118, higher than MMHT2014.

DIS2017 – Birmingham – April 2017 2

4

New datasets in NNPDF3.1

Measurement Data taking Motivation

Juan Rojo                                                                                                                   DIS2017, Birmingham, 04/04/2017

PDF sets generated

We generate a preliminary (not for distribution) central set at NLO and
NNLO for fit to new data – labelled MMHT (2016 fit).

Also generate PDF eigenvector sets for uncertainties at NNLO.

Use same basis of 25 free PDF parameters as in MMHT2014.

Hence, 50 eigenvector directions.

14 of these are best constrained by one of the new (LHC) data sets,
CMS 8 TeV W data and W + c jets and the new LHCb data.

DIS2017 – Birmingham – April 2017 6

• All three global groups busily updating fits to include the plentiful and 
precise new LHC data. Anticipate new PDF release to come: NNPDF3.1 
(v. soon), MMHT17 and CT17 (later this year).
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Ratio of (s + s̄) to ū + d̄, i.e. R
s

at Q2 = 1.9 GeV2.

At x = 0.023 R
s

⇠ 0.83± 0.15. Compare to ATLAS with R
s

= 1.13+0.08
�0.13

R
s

exceeds unity at lower x, but essentially an extrapolation.
Comfortably consistent with unity.

CERN – Sept 17 10



Example 1 - ATLAS W,Z and the proton 
strangeness

16



Lepton vs Hadron Colliders
In  high-energy hadron  colliders,  such  as  the  LHC,  the  collisions  involve  composite  particles 
(protons) with internal structure (quarks and gluons)

4Juan Rojo                                                                                                                HEP Seminar, VUB, 10/11/2017

• Vector boson (          ) production proceeds via range of channels:

PDF sensitivity
The lowest–order contributions to W and Z/�⇤ production proceed via the following partonic subpro-

cesses:

ud, cs (us, cd)! W+ , (38)
du, sc (su, dc)! W� , (39)

qq! Z/�⇤ , (40)

where we show the Cabibbo suppressed contributions in brackets and where q corresponds to all active quark
flavours. These processes can therefore tell us about the flavour decomposition of the proton, given that
each flavour subprocess carries a di↵erent weight in the total cross section. To examine the dominant PDF
sensitivity we can approximate the CKM matrix as diagonal, and thus ignore the bracketed contributions.
In this case it is informative to consider the ratio of W+ to W� production, di↵erential in the rapidity yW of
the produced boson [107],

R± =
d�(W+)/dyW

d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) + 1$ 2
d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (41)

and the corresponding W asymmetry

AW =
d�(W+)/dyW � d�(W�)/dyW

d�(W+)/dyW + d�(W�)/dyW
=

u(x1)d(x2) + c(x1)s(x2) � d(x1)u(x2) � s(x1)c(x2) + 1$ 2
u(x1)d(x2) + c(x1)s(x2) + d(x1)u(x2) + s(x1)c(x2) + 1$ 2

. (42)

We will for simplicity consider the W rapidity, rather than the experimentally observable rapidity of the
charged lepton from the W decay, in what follows. These variables are clearly correlated; we will comment
further on this at the end.

Thus these ratios are in general sensitive to a fairly non–trivial combination of quark and anti–quark
PDFs evaluated at the following values of x:

x1 =
MWp

s
e+yW , x2 =

MWp
s

e�yW . (43)

While these expressions completely define the PDF sensitivity of these observables at LO, it is informative to
consider various kinematic limits, where these expressions simplify and more straightforward approximate
dependences become apparent. Including only the (dominant) u and d contributions, we can in particular
consider the cases of central and forward W production

Central : yW ⇠ 0 x1 ⇠ x2 = x0, u(x1,2) ⇠ d(x1,2) , (44)

Forward : yW & 2, x1 � x2, q(x1) ⇠ qV (x1), u(x2) ⇠ d(x2) , (45)

where x0 = MW/
p

s and q = u, d. At the LHC we have x0 = 0.005 � 0.01, while in the forward region
x2 ⌧ 1, and therefore the d ⇠ u approximation is a very good one. For the case of negative W rapidity we
can of course simply interchange x1 $ x2.

In the central region, applying the simplification of Eq. (44) and dropping the c, s contributions we find

R± ⇠ u(x0)
d(x0)

, (46)

AW ⇠ uV (x0) � dV (x0)
u(x0) + d(x0)

. (47)

30

• Least constrained involves initial state         (no valence   )        sensitive to 
proton strangeness.

• Only in principle: small contribution, requires precise data to pin down.

W, Z

s, s s !

Vector Bosons and Proton Strangeness
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ATLAS data

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

Eur. Phys. J. C 77 (2017) 367
DOI: 10.1140/epjc/s10052-017-4911-9

CERN-EP-2016-272
9th June 2017

Precision measurement and interpretation of

inclusive W+
, W�

and Z/�⇤ production cross

sections with the ATLAS detector

The ATLAS Collaboration

High-precision measurements by the ATLAS Collaboration are presented of inclusive W+ !
`+⌫, W� ! `�⌫̄ and Z/�⇤ ! `` (` = e, µ) Drell–Yan production cross sections at the LHC.
The data were collected in proton–proton collisions at

p
s = 7 TeV with an integrated lu-

minosity of 4.6 fb�1. Di↵erential W+ and W� cross sections are measured in a lepton pseu-
dorapidity range |⌘`| < 2.5. Di↵erential Z/�⇤ cross sections are measured as a function of the
absolute dilepton rapidity, for |y``| < 3.6, for three intervals of dilepton mass, m``, extend-
ing from 46 to 150 GeV. The integrated and di↵erential electron- and muon-channel cross
sections are combined and compared to theoretical predictions using recent sets of parton
distribution functions. The data, together with the final inclusive e±p scattering cross-section
data from H1 and ZEUS, are interpreted in a next-to-next-to-leading-order QCD analysis,
and a new set of parton distribution functions, ATLAS-epWZ16, is obtained. The ratio of
strange-to-light sea-quark densities in the proton is determined more accurately than in pre-
vious determinations based on collider data only, and is established to be close to unity in the
sensitivity range of the data. A new measurement of the CKM matrix element |Vcs| is also
provided.

c� 2017 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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High precision Electroweak

• New high precision 7 TeV ATLAS W, Z analysis.
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Combination of Measurements
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I a �2 fit is performed to combine the measurements in e and µ
final states (assuming lepton universality)

I small extrapolation to a common e and µ fiducial region for
W ! `⌫, Z ! `` (central) and Z ! ee (fwd) individually
(only for the purpose of plotting, Z ! `` was extrapolated to “full ⌘”)

I excellent agreement found between e and µ final states within
the uncorrelated part of the systematic uncertainty
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• Big impact on PDFs 
expected. In particular 
with larger strangeness 
preferred.

Philip Sommer
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• Such data now available - highest ever precision measurement of       
production by the ATLAS collaboration at the LHC.

• Data uncertainties at the sub-% level. Statistical errors negligible      
completely dominated by systematics (common theme).

• Uses 7 TeV dataset taken in 2011. Understanding these systematic errors 
as well as possible has taken many years.
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Impact on Strangeness
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Figure 31: Determination of the relative strange-to-down sea quark fractions rs (left) and Rs (right). Bands: Present
result and its uncertainty contributions from experimental data, QCD fit, and theoretical uncertainties, see text;
Closed symbols with horizontal error bars: predictions from di↵erent NNLO PDF sets; Open square: previous
ATLAS result [38]. The ratios are calculated at the initial scale Q2

0 = 1.9 GeV2 and at x = 0.023 corresponding to
the point of largest sensitivity at central rapidity of the ATLAS data.

• To test the sensitivity to assumptions about the low-x behaviour of the light-quark sea, the constraint
on ū = d̄ as x ! 0 is removed by allowing Ad̄ and Bd̄ to vary independently from the respective
Aū and Bū. The resulting ū is compatible with d̄ within uncertainties of ' 8% at x ⇠ 0.001 and Q2

0,
while s + s̄ is found to be unsuppressed with rs = 1.16.

• The ATLAS-epWZ16 PDF set results in a slightly negative central value of xd̄�xū at x ⇠ 0.1, which
with large uncertainties is compatible with zero. This result is about two standard deviations below
the determination from E866 fixed-target Drell–Yan data [137] according to which xd̄ � xū ⇠ 0.04
at x ⇠ 0.1. It has been suggested that the ATLAS parameterization forces a too small xd̄ distribution
if the strange-quark PDF is unsuppressed [135]. However, the E866 observation is made at x ⇠ 0.1,
while the ATLAS W, Z data have the largest constraining power at x ⇠ 0.023. For a cross-check, the
E866 cross-section data was added to the QCD fit with predictions computed at NLO QCD. In this
fit xd̄ � xū is enhanced and nevertheless the strange-quark distribution is found to be unsuppressed
with rs near unity.

• Separate analyses of the electron and muon data give results about one standard deviation above
and below the result using their combination. If the W± and Z-peak data are used without the Z/�⇤
data at lower and higher m``, a value of rs = 1.23 is found with a relative experimental uncertainty
almost the same as in the nominal fit.

• A suppressed strange-quark PDF may be enforced by fixing rs = 0.5 and setting Cs̄ = Cd̄. The total
�2 obtained this way is 1503, which is 182 units higher than the fit allowing these two parameters to
be free. The ATLAS partial �2 increases from 108 units to 226 units for the 61 degrees of freedom.
A particularly large increase is observed for the Z-peak data, where �2/n.d.f. = 53/12 is found for
a fit with suppressed strangeness.

A final estimate of uncertainties is performed with regard to choosing the renormalization and factor-
ization scales in the calculation of the Drell–Yan cross sections. The central fit is performed using the
dilepton and W masses, m`` and mW , as default scale choices. Conventionally both scales are varied by

63

improvement derives from the more precise ATLAS data, which provide the sensitivity to the strange-
quark density through the shape of the Z rapidity distribution in combination with the common, abso-
lute normalization of both the W± and Z/�⇤ cross sections. The model uncertainties are reduced by a
factor of three, mainly because of the better control of the charm-quark mass parameter from the HERA
data [136]. The parameterization uncertainty is determined to be +0.02

�0.10 as compared to +0.10
�0.15 in the former

analysis since the new, more precise data leave less freedom in the parameter choice. The variation to
lower rs is dominated by the variation due to adding the Bs̄ parameter which was not accounted for in
the previous analysis. The result is thus a confirmation and improvement of the previous observation [38]
of an unsuppressed strange-quark density in the proton. As a cross-check, a re-analysis of the 2010 data
with the present theoretical framework was performed, which yields a value of rs consistent with both the
former and the new value.

One may also express the strange-quark fraction with respect to the total light-quark sea, which is the
sum of up and down sea-quark distributions, at the scale Q2 = Q2

0 = 1.9 GeV2 and x = 0.023:

Rs =
s + s̄
ū + d̄

= 1.13 ± 0.05 (exp) ± 0.02 (mod) +0.01
�0.06 (par) . (24)

The new determinations of rs and Rs are illustrated in Figure 31. The measurement is presented with
the experimental and the PDF-fit related uncertainties, where the latter results from adding the model
and parameterization uncertainties in quadrature. The outer band illustrates additional, mostly theoretical
uncertainties which are presented below. The result is compared with recent global fit analyses, ABM12,
MMHT14, CT14 and NNPDF3.0. All of these predict rs and Rs to be significantly lower than unity, with
values between about 0.4 and 0.6. Furthermore, these global fit analyses are seen to exhibit substantially
di↵erent uncertainties in rs and Rs due to exploiting di↵erent data and prescriptions for fit uncertainties.
The new result is in agreement with the previous ATLAS-epWZ12 analysis also shown in Figure 31. It
is also consistent with an earlier analysis by the NNPDF group [63] based on collider data only, which
obtains a value near unity, albeit with large uncertainties. 10

A careful evaluation of the value of rs requires the consideration of a number of additional, mostly theor-
etical uncertainties. These lead to the more complete result for rs

rs = 1.19 ± 0.07 (exp) +0.13
�0.14 (mod + par + thy) . (25)

Here the previously discussed model and parameterization uncertainties are summarized and added to-
gether with further theoretical uncertainties (thy) as follows: i) the uncertainty in ↵S(m2

Z) is taken to be
±0.002 with a very small e↵ect on rs; ii) the electroweak corrections and their application, as described
in Section 6.1, introduce a one percent additional error for rs; iii) the whole analysis was repeated with
predictions obtained with the FEWZ program (version 3.1b2) leading to a value of rs enlarged by +0.10
as compared to the DYNNLO result; iv) finally the variation of the renormalization (µr) and factorization
(µf) scales changes the result by 10% if one varies these by factors of 2 up and 1/2 down (see below for
further details). Table 20 details all uncertainty components of rs and also Rs.

Various further cross-checks are performed in order to assess the reliability of the strange-quark density
measurement.

10 The CT10nnlo PDF set [62] is observed to have a less suppressed strange-quark distribution with Rs = 0.80+0.20
�0.16 and rs =

0.76+0.19
�0.16, which is in slightly better agreement with the data than the newer CT14 PDF set.

62

• ATLAS prefer a proton 
strangeness ratio             , higher 
than global fits (constraints from 
e.g.               DIS).⌫s ! lc

Rs ⇠ 1

• However description of the data poor, with:
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Figure 24: Di↵erential cross-section measurement d�/d|y`` | for Z/�⇤ ! `` in the central-rapidity low-mass region
(left), the central-rapidity high-mass region (middle), and the forward-rapidity high-mass region (right). Predictions
computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to the
data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and
the statistical uncertainty of the calculation.

Data set n.d.f. ABM12 CT14 MMHT14 NNPDF3.0 ATLAS-epWZ12

W+ ! `+⌫ 11 11|21 10|26 11|37 11|18 12|15
W� ! `�⌫̄ 11 12|20 8.9|27 8.1|31 12|19 7.8|17
Z/�⇤ ! `` (m`` = 46 � 66 GeV) 6 17|21 11|30 18|24 21|22 28|36
Z/�⇤ ! `` (m`` = 66 � 116 GeV) 12 24|51 16|66 20|116 14|109 18|26
Forward Z/�⇤ ! `` (m`` = 66 � 116 GeV) 9 7.3|9.3 10|12 12|13 14|18 6.8|7.5
Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 6.1|6.6 6.3|6.1 5.9|6.6 6.1|8.8 6.7|6.6
Forward Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 4.2|3.9 5.1|4.3 5.6|4.6 5.1|5.0 3.6|3.5
Correlated �2 57|90 39|123 43|167 69|157 31|48

Total �2 61 136|222 103|290 118|396 147|351 113|159

Table 17: Values of �2 for the predictions using various PDF sets split by data set with the respective number
of degrees of freedom (n.d.f.). The contribution of the penalty term constraining the shifts of experimental and
theoretical correlated uncertainties is listed separately in the row labelled “Correlated �2”, see Eq. (16). The values
to the left (right) of the vertical line refer to �2 when the PDF uncertainties are included (excluded) in the evaluation.

Section 7. 6 The predictions with the MMHT14 and ATLAS-epWZ12 sets have a total �2 increased by
about ten units compared to CT14, while the ABM12 and NNPDF3.0 predictions exhibit a larger tension
with the data. The poorer description of the Z/�⇤ ! `` data in the low mass region m`` = 46–66 GeV
may reflect the enhanced theoretical uncertainties below the Z peak, which are not included in the �2

calculation.

Profiling PDFs, by introducing the data presented here, provides a shifted set of parton distributions with
generally reduced uncertainties. Given the previous observation [38] of an enlarged strangeness fraction
of the light sea, the e↵ect of the data on the strange-quark distribution is examined. This is illustrated
in Figure 25, where the ratio Rs(x) = (s(x) + s̄(x))/(ū(x) + d̄(x)) is shown for two selected PDF sets,
MMHT14 and CT14, before and after profiling, at a scale of Q2 = 1.9 GeV2. The uncertainties of Rs are

6 The �2 for the CT10 NNLO PDF set [62] is similar to that of CT14.
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Figure 24: Di↵erential cross-section measurement d�/d|y`` | for Z/�⇤ ! `` in the central-rapidity low-mass region
(left), the central-rapidity high-mass region (middle), and the forward-rapidity high-mass region (right). Predictions
computed at NNLO QCD with NLO EW corrections using various PDF sets (open symbols) are compared to the
data (full points). The ratio of theoretical predictions to the data is also shown. The predictions are displaced within
each bin for better visibility. The theory uncertainty corresponds to the quadratic sum of the PDF uncertainty and
the statistical uncertainty of the calculation.

Data set n.d.f. ABM12 CT14 MMHT14 NNPDF3.0 ATLAS-epWZ12

W+ ! `+⌫ 11 11|21 10|26 11|37 11|18 12|15
W� ! `�⌫̄ 11 12|20 8.9|27 8.1|31 12|19 7.8|17
Z/�⇤ ! `` (m`` = 46 � 66 GeV) 6 17|21 11|30 18|24 21|22 28|36
Z/�⇤ ! `` (m`` = 66 � 116 GeV) 12 24|51 16|66 20|116 14|109 18|26
Forward Z/�⇤ ! `` (m`` = 66 � 116 GeV) 9 7.3|9.3 10|12 12|13 14|18 6.8|7.5
Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 6.1|6.6 6.3|6.1 5.9|6.6 6.1|8.8 6.7|6.6
Forward Z/�⇤ ! `` (m`` = 116 � 150 GeV) 6 4.2|3.9 5.1|4.3 5.6|4.6 5.1|5.0 3.6|3.5
Correlated �2 57|90 39|123 43|167 69|157 31|48

Total �2 61 136|222 103|290 118|396 147|351 113|159

Table 17: Values of �2 for the predictions using various PDF sets split by data set with the respective number
of degrees of freedom (n.d.f.). The contribution of the penalty term constraining the shifts of experimental and
theoretical correlated uncertainties is listed separately in the row labelled “Correlated �2”, see Eq. (16). The values
to the left (right) of the vertical line refer to �2 when the PDF uncertainties are included (excluded) in the evaluation.

Section 7. 6 The predictions with the MMHT14 and ATLAS-epWZ12 sets have a total �2 increased by
about ten units compared to CT14, while the ABM12 and NNPDF3.0 predictions exhibit a larger tension
with the data. The poorer description of the Z/�⇤ ! `` data in the low mass region m`` = 46–66 GeV
may reflect the enhanced theoretical uncertainties below the Z peak, which are not included in the �2

calculation.

Profiling PDFs, by introducing the data presented here, provides a shifted set of parton distributions with
generally reduced uncertainties. Given the previous observation [38] of an enlarged strangeness fraction
of the light sea, the e↵ect of the data on the strange-quark distribution is examined. This is illustrated
in Figure 25, where the ratio Rs(x) = (s(x) + s̄(x))/(ū(x) + d̄(x)) is shown for two selected PDF sets,
MMHT14 and CT14, before and after profiling, at a scale of Q2 = 1.9 GeV2. The uncertainties of Rs are

6 The �2 for the CT10 NNLO PDF set [62] is similar to that of CT14.
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�2/d.o.f ⇠ 2

• Challenge: what about impact on PDFs? Can we still use these data 
reliably?

19

�2 ⇠ (D � T )2
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Perturbative Theory vs. Data
• Theory prediction is given as a perturbative expansion in     , e.g.*       

�qq!Z(µF , µR) = �0 + ↵S(µR)�1(µF , µR) + ↵2
S(µR)�2(µF , µR) + · · ·

↵S

• This is truncated to a given order- precision of the result limited by 
missing higher orders. For NNLO case above ~% level.

• ATLAS data has a similar/higher level of precision      good 
description not guaranteed! 

• How to quantify this mis-match?

)

*Only showing qq channel for simplicity. Beyond LO have gq, gg...

20

Figure 3: The CMS rapidity distribution of an on-shell Z boson at the LHC. The LO, NLO, and
NNLO results have been included. The bands indicate the variation of the renormalization and
factorization scales in the range MZ/2 ≤ µ ≤ 2MZ.

range used in the rest of the paper, µF = µR = µ and M/2 < µ < 2M , provides a good

guide to the perturbative uncertainty remaining from the terms beyond NNLO.

In Fig. 5 we present the rapidity distribution for on-shell Z production at Run II of

the Tevatron. The scale variation is unnaturally small at LO; it is 3% at central rapidities,

and varies from 0.1% to 5% from Y = 1 to Y = 2. This occurs because the direction of

the scale variation reverses within the range of µ considered, i.e., dσLO/dµ = 0 for a value

of µ which satisifes MZ/2 ≤ µ ≤ 2MZ . This value of µ depends upon rapidity, leading to

scale dependences which vary strongly with Y . The scale variation exhibits a more proper

behavior at NLO, starting at 3% at central rapidities and increasing to 5–6% at Y = 2.5.

At NNLO the scale dependence is drastically reduced, as at the LHC, and remains below

1% for all relevant rapidity values. The magnitude of the higher-order corrections is slightly

larger at the Tevatron than at the LHC. The NLO prediction is higher than the LO result

by nearly 45% at central rapidities; this shift decreases to 30% at Y = 1.5 and to 15% at

Y = 2.5. The NNLO corrections further increase the NLO prediction by 3–5% over the

rapidity range Y ≤ 2.

This remarkable stability of the rapidity distribution with respect to scale variation

cannot be attributed to the smallness of the NNLO QCD corrections to the partonic cross

– 29 –
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Perturbative Theory vs. Data

�

pp!Z+X(µF , µR) ⇠ �(qq ! Z)(µF , µR)⌦ q(x, µF )⌦ q(x, µF )

� ⇠ O(↵n
S) )

d�

dµF
⇠ O(↵n+1

S )

varying              gives estimate of uncertainties from higher orders.µF , µR

• Proton-level cross section:

� µF,R

!
• Comparison to ATLAS data made for one default choice of          . But 

free to take others.
• Varying          between               ATLAS find that              improves 

from ~ 2 to ~1.5 per point by taking         .
• Should this concern us? What about PDFs?

*µ is taken as Mll in the Z/�⇤ case and MW for the W

µR,F (µ/2, 2µ) �2/dof

µ/2

21

µR,F

An ‘all-order’ calculation (= the right answer) cannot depend on artificial 
scales     dependence of     on           is at next order up        )



Theoretical Uncertainty
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exceeds unity at lower x, but essentially an extrapolation.
Comfortably consistent with unity.
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• MMHT study- include ATLAS data within global fit. Find higher 
strangeness but consistent within PDF uncertainties.

• Taking        leads to                                    , definite improvement. 
However find that impact on extracted PDFs is very small.                     

LHL et al., Acta. Phys. Polon., B48 (2017) 1011-1024

MMHT R.S. Thorne

We also perform a fully updated fit with all the new LHC data mentioned (except the jet data).
The simultaneous inclusion of the ATLAS W,Z data lowers the c2 for the other new LHC (plus
final D0) data by Dc2 =�10, while the other data in the fit sees little change, i.e. Dc2 = 3 in total,
with essentially no change in ATLAS W,Z data. Hence, the ATLAS W,Z data and other new LHC
data are fully compatible and any pulls tend to be in the same direction. Only the CMS W + c fit
deteriorates very slightly. We generate PDF eigenvector sets for uncertainties at NNLO using the
same basis as in MMHT2014. Of the 50 eigenvector directions, 21 are best constrained by one of
the new LHC data sets. There is a large increase in s+ s̄ and a decrease in its uncertainty. The
correlation with the fit to dimuon data (i.e. lower branching ratio) leads to a necessary increase
in the cross section at all x. For x > 0.1 this process has a significant down quark contribution
despite Cabibbo suppression since d(x > 0.1,Q2)� s(x > 0.1,Q2). Since the down quark is well
constrained, the enhanced cross section is obtained by a very large increase in strange quark for
x ⇠ 0.1. The large change in the charm meson to muon branching ratio may, however, be mitigated
by NNLO corrections to dimuon production, which appear to be negative, particularly at smaller x
[20]. Implementing these corrections in a PDF fit will be an important development.
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Figure 4: The comparison of NNLO MMHT PDFs including the new ATLAS W,Z data and other new LHC
data to the existing PDFs for the strange to light sea ratio (left) and for uV �dV (right).

The ratio of (s+ s̄) to ū+ d̄, i.e. Rs at Q2 = 1.9 GeV2 is shown in Figure 4. At x = 0.023
Rs ⇠ 0.83± 0.15, compared to the ATLAS result [19] of Rs = 1.13+0.08

�0.13. Conversely, we are a
little larger than the NNPDF result in [21]. Our value of Rs exceeds unity at lower x, but this is
essentially an extrapolation and it is very consistent with a value of 1. Our final fit also shows a
significant impact on the shape of the valence quarks. The ATLAS W,Z data pulls in the same
direction as the other new LHC data. The significant change in uV � dV is also shown in Fig. 4.
The change in the strange quark affects the entire sea, making it generally larger, but the new fit
shows rather little impact on the gluon distribution.
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�2/dof ⇠ 2.17 ! 1.77

! Fixed order uncertainty may not be obstacle to reliable PDF 
determination. However, first step on long road: need to address 
question systematically (work ongoing).
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Other Effects/Futher Work

 x  
-410 -310 -210 -110 1

)2
)(x

,Q
d+u

)/(s
 x

(s
+

0

0.5

1

1.5

2

 
2 = 1.9 GeV2Q

MainFit (CSKK)
cmsW+atlasW
cmsZ+atlasZ
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• Other open issues related to ATLAS data and proton strangeness:

★ ATLAS data globally consistent, but 
pulls in different direction to    - 
induced charm DIS. Recent NNLO 
calculation should help this.

⌫

• New combined ATLAS + CMS study 
of 7/8 TeV data find pull consistent, 
with W + Z largest (correlations       
more information).

• Excluding ATLAS Z low/high        : 
little effect (but      better)

• On the other hand - CMS W + c data 
prefer lower strangeness.

)

More work needed!

J. Gao, JHEP 
1802 (2018) 026
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using the NLO and NNLO theoretical predictions. It is clear that the dimuon data prefers an

even suppressed strangeness with R
s

of about 0.5 in the full range of x. The profiled PDFs

lie at the lower edge of the 1� error of the original PDFs indicating reasonable agreement

between original PDFs and the dimuon data as already seen in Table 2. The profiled PDFs

have a much smaller uncertainties on R
s

than the original PDFs as one expect. We notice

that the PDF uncertainties are also reduced significantly in the small x region 10�4 � 10�2

which are beyond the coverage of the dimuon data. That is possibly due to the restricted

parametrization form of strange quark PDFs used in the HERA PDF analysis. Importantly

we found the NNLO predictions prefer higher values of R
s

than the NLO ones, in this case well

above the 1� error band of the later. That can be understood since the NNLO corrections

are negative in the bulk of the data.

Figure 12: Similar as Fig. 11 for profiling of the MMHT2014 NNLO PDFs.

We perform another profiling study with the MMHT2014 NNLO PDFs as shown in

Fig. 12. Noted that since the MMHT2014 analysis already includes above dimuon data, the

study here only means for checking impact of the NNLO corrections. We can see the NNLO

predictions prefer larger strangeness than NLO predictions for x up to a few times 0.1 and by a

similar amount as in Fig. 11. The shift of central values of the NLO profiled PDFs comparing

to the original PDFs, though still within the PDF error band, is due to several facts. In

the MMHT2014 fits [16] they use a charm-quark pole mass of 1.4 GeV and a semi-leptonic

decay branching ratio of charm quark that is 7% lower than the one extracted by NuTeV

and CCFR, both of which lead to an increase of the strange-quark PDFs. Besides, there are

also LHC data in the MMHT analysis that pull the ratio further up. The uncertainties are

largely reduced in the profiled PDFs mostly because we use the ��2 = 1 criterion rather

than a dynamic tolerance condition as in the MMHT analysis. We have also compared the

profiled PDFs with alternative scale choices and found those with NNLO predictions are less
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Jet production and PDFs
matching of NLO calculations to parton shower and hadronization [220], and which can then be directly
compared with the data at hadron–level.

PDF sensitivity
At leading order, jet production at hadron colliders includes the following subprocesses

gg! gg, gg! qq̄, gq! gq, qq̄! gg ,
qq̄! qq̄, qq̄! q0q̄0, qq̄0 ! qq̄0, qq! qq, qq0 ! qq0 , (35)

along with the corresponding charge conjugate processes. Therefore, jet production is sensitive to both
the gluon and quark PDFs, with the dominant partonic subprocess depending on the specific jet pT . The
kinematics of the two leading jets in the final state can be characterised by their rapidities y(1,2) and their
transverse momenta pT,(1,2). At LO we have pT,1 = pT,2 = pT , and the momentum fractions carried by the
two incoming partons are given by

x1 =
pTp

s
(ey1 + ey2 ), x2 =

pTp
s
(e�y1 + e�y2 ) , (36)

where
p

s is the centre of mass energy of the two incoming hadrons. If we instead consider the rapidity
of the jet in the centre–of–mass frame of the dijet system, y⇤ ⌘ (y1 � y2)/2, and the boost of the dijet
yb ⌘ (y1 + y2)/2, we have

x1x2 =
4p2

T cosh2 y⇤

s
, x1/x2 = e2yb . (37)

Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for
PDF fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here,
one count all jets in a single event and includes them in the same distribution. Such a double–di↵erential
cross section is sensitive to di↵erent flavour combinations, depending on the kinematic region considered.
In Fig. 7 (left) the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet
cross section in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that
at low pT the channels involving initial–state gluons are dominant, while at higher pT the qq contribution
increases, but nonetheless with a sizeable gluon–induced fraction. As the quark PDFs are generally already
well constrained by DIS data in these kinematic regions, jet data is therefore dominantly sensitive to the
gluon PDF. This is illustrated in Fig. 7, which show the correlation coe�cients (see Sect. 4.3.1) between the
inclusive jet cross section and the gluon PDF at various x values. This follows the ATLAS binning [222],
with each curve corresponding to one bin. From this we can see that the inclusive jet production can
potentially constrain the gluon PDF in a wide range of x between x ' 10�3 and x ' 0.7.

In addition to the single–inclusive case, there are also measurements of the double–di↵erential cross
sections for inclusive dijet production, that is with respect to y⇤ and the invariant mass of the two leading
jets, or even triple–di↵erential cross sections, e.g., with respect to yb, y⇤, and the average pT of the two
leading jets. Through such refined binning one can probe di↵erent initial states more e�ciently. The large
yb region usually receives more contributions from gluon initial states, while at large y⇤ and pT initial states
with two valence quarks dominate, allowing the d valence PDF at high x to be further constrained.
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• At the LHC, jet production is dominated 
by the gluon-initiated parton-level 
processes:

• Kinematics:

matching of NLO calculations to parton shower and hadronization [220], and which can then be directly
compared with the data at hadron–level.
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Note that beyond LO there can be multiple jets in the final state from additional QCD radiation, so that in
general the pT balance of the two leading jets will be lost.

Experimentally, jet production can be measured in various ways. The most common observable for
PDF fits is the single–inclusive jet cross section, double–di↵erential in the jet pT and rapidity y. Here,
one count all jets in a single event and includes them in the same distribution. Such a double–di↵erential
cross section is sensitive to di↵erent flavour combinations, depending on the kinematic region considered.
In Fig. 7 (left) the fractional contributions from the di↵erent parton–level subprocesses to the inclusive jet
cross section in the central rapidity region at the LHC is shown, as a function of the jet pT . We can see that
at low pT the channels involving initial–state gluons are dominant, while at higher pT the qq contribution
increases, but nonetheless with a sizeable gluon–induced fraction. As the quark PDFs are generally already
well constrained by DIS data in these kinematic regions, jet data is therefore dominantly sensitive to the
gluon PDF. This is illustrated in Fig. 7, which show the correlation coe�cients (see Sect. 4.3.1) between the
inclusive jet cross section and the gluon PDF at various x values. This follows the ATLAS binning [222],
with each curve corresponding to one bin. From this we can see that the inclusive jet production can
potentially constrain the gluon PDF in a wide range of x between x ' 10�3 and x ' 0.7.

In addition to the single–inclusive case, there are also measurements of the double–di↵erential cross
sections for inclusive dijet production, that is with respect to y⇤ and the invariant mass of the two leading
jets, or even triple–di↵erential cross sections, e.g., with respect to yb, y⇤, and the average pT of the two
leading jets. Through such refined binning one can probe di↵erent initial states more e�ciently. The large
yb region usually receives more contributions from gluon initial states, while at large y⇤ and pT initial states
with two valence quarks dominate, allowing the d valence PDF at high x to be further constrained.
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! Data on jets at high transverse momenta,      , sensitive to 
gluon PDF at high   .

• Gluon at high    is both important for BSM searches and quite 
poorly constrained from DIS       LHC data such as jet 
production plays crucial role in PDF determination.

p?
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CMS Jets
Theory setup: 

• MMHT2014_NNLO 

• anti-kT jet algorithm 

• scale choice                            

• vary scale by factors of 1/2 and 2 

Comparison to data: 

• CMS 7 TeV 4.5 fb-1 

• R=0.5 and 0.7

µR = µF = {pT1 , pT }



NNLO jet calculation

• Full NNLO calculation for inclusive jet production in hadron-hadron 
collisions now available. Completion of large scale, long term project.
• Combined with availability of high precision jet data from ATLAS/
CMS       can consider the impact on a NNLO fit for first time!2
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FIG. 1: Double-di↵erential inclusive jet cross-sections mea-
surement by ATLAS [6] and NNLO perturbative QCD pre-
dictions as a function of the jet pT in slices of rapidity, for
anti-kT jets with R = 0.4 normalized to the NLO result. The
shaded bands represent the scale uncertainty of the theory
predictions obtained by varying µR and µF as described in
the text. The red dashed line displays the NNLO/NLO ratio
corrected multiplicatively for electroweak corrections [37].

Nc, to all these subprocesses. In practice this amounts
to calculating the N2

c , NcNF and N2
F corrections to all

LO subprocesses, where NF is the number of light quark
flavours. We include the full LO and NLO coe�cients in
this calculation but note that retaining only the leading
colour correction to all partonic subprocesses at NLO
gives the full result to within a few percent across all
distributions. The analogous subleading colour contri-
butions at NNLO are expected to be small and we do
not include them in this study. To support this assump-
tion we note that the subleading colour NNLO contribu-
tion for pure gluon scattering was presented in a previ-
ous study [34] and found to be negligible. We construct
subtraction terms to regulate all IR divergences in the
phase space integrals and cancel all explicit poles in the
dimensional regularization parameter, ✏ = (4� d)/2, the
details of which for the antenna subtraction method can
be found in [25, 34, 36]. The IR finite cross section at
NNLO is then integrated numerically in four dimensions
over the appropriate two-, three- or four-parton massless
phase space to yield the final result.

In Fig. 1 we present the results for the double-
di↵erential inclusive jet cross section at NLO and NNLO,
normalized to the NLO theoretical prediction to empha-
size the impact of the NNLO correction to the NLO re-

FIG. 2: NLO and NNLO k-factors for jet production atp
s = 7 TeV. The lines correspond to the double di↵erential

k-factors (ratios of perturbative predictions in the perturba-
tive expansion) for pT > 100 GeV and across six rapidity |y|
slices.

sult. The collider setup is proton-proton collisions at a
centre of mass energy of

p
s = 7 TeV where the jets are

reconstructed using the anti-kT jet algorithm [35] with
R = 0.4. We use the NNPDF3.0 NNLO PDF set [15]
with ↵s(M2

Z) = 0.118 throughout this paper for LO,
NLO and NNLO predictions to emphasise the behaviour
of the higher order coe�cient functions at each pertur-
bative order. By default we set the renormalization and
factorization scales µR = µF = pT1, where pT1 is the
pT of the leading jet in each event. To obtain the scale
uncertainty of the theory prediction we vary both scales
independently by a factor of 1/2 and 2 with the constraint
1/2  µR/µF  2. We find that the NNLO coe�cient
has a moderate positive e↵ect on the cross section, 10%
at low pT across all rapidity slices relative to NLO. This is
significant because it is precisely in this region where the
majority of the cross section lies, especially in the cen-
tral rapidity slices, and it is where we observe the largest
NNLO e↵ects. At higher pT we see that the relative size
of the NNLO correction to NLO decreases to the 1-2%
level and so the perturbative series converges rapidly.

Given that we see a moderate NNLO correction to the
NLO prediction in the region where the bulk of the cross
section lies, it is instructive to compare to the available
data. The data points in Fig. 1 represent the ATLAS
data for an integrated luminosity of 4.5 fb�1 [6], nor-
malized to the NLO prediction. We do not include non-

!
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NNLO QCD predictions for single jet inclusive production at the LHC

J. Curriea, E.W.N. Glovera, J. Piresb
a Institute for Particle Physics Phenomenology, University of Durham, Durham DH1 3LE, England

b Max-Planck-Institut für Physik, Föhringer Ring 6 D-80805 Munich, Germany

We report the first calculation of fully di↵erential jet production in all partonic channels at next-
to-next-to leading order (NNLO) in perturbative QCD and compare to the available ATLAS 7 TeV
data. We discuss the size and shape of the perturbative corrections along with their associated scale
variation across a wide range in jet transverse momentum, pT , and rapidity, y. We find significant
e↵ects, especially at low pT , and discuss the possible implications for Parton Distribution Function
fits.

PACS numbers: 13.87.Ce, 12.38Bx

The Large Hadron Collider (LHC) is currently collid-
ing protons at centre of mass energies up to

p
s = 13 TeV.

The main goal is to search the high energy frontier for
signs of physics beyond the Standard Model. However,
any searches for new physics are irreducibly dependent
on how well we understand the Standard Model and the
collider environment of the LHC itself.

At the LHC the inclusive cross section for a given final-
state can be calculated using the factorization formula,

d� =
X

i,j

Z
d⇠1
⇠1

d⇠2
⇠2

fi(⇠1, µF )fj(⇠2, µF )d�̂ij (1)

which is accurate up to non-pertubative hadronization
corrections, typically of the order ⇤QCD/Q, where Q is
the hard scale in the scattering process. The partonic
cross section, d�̂ij , can be calculated as a perturbative
series in the strong coupling, ↵s, and systematically im-
proved by progressively including higher order terms in
the series. It is also necessary to have a good understand-
ing of the non-perturbative Parton Distribution Func-
tions (PDF), fi(⇠, µF ). The PDFs quantify the relative
parton content of the proton carrying a fraction, ⇠, of the
proton’s momentum for a given factorization scale, µF .
To calculate the cross section using this formula we need
accurate determinations of the PDFs, ↵S and the higher
order terms in the perturbative expansion of the partonic
cross section.

Data from lepton-nucleon Deep Inelastic Scattering
(DIS) experiments such as HERA [1] provide detailed in-
formation about the quark PDFs and have been used to
significantly constrain the uncertainties on these quan-
tities. The inclusive cross section in DIS involves the
exchange of a virtual photon coupling to quarks at low-
est order via the electroweak coupling constant. The
electrical neutrality of the gluon means that the gluon
PDF can only be constrained using specific final-states,
such as heavy quarks or jets [2], or indirectly through
DGLAP evolution of the flavour singlet distribution. In
contrast, jet production at the Tevatron [3, 4] and LHC
directly probes the gluon PDF and is O(↵2

s) at leading
order (LO). The single jet inclusive cross section has been

measured accurately by ATLAS [5, 6] and CMS [7] across
the large dynamical range of the LHC.
To take advantage of the available data we must be able

to calculate observables with su�cient precision yet the
cross section for producing jets is currently only known
exactly at next-to leading order (NLO) [8–12] and par-
tially at NNLO [13]. The theoretical uncertainty in this
observable, estimated from the dependence on unphysi-
cal scales, is the main limiting factor when determining
parameters like ↵s from jet data or consistently includ-
ing this data in global fits for PDFs [14–17]. To improve
on the status-quo it is clear that an accurate and precise
determination of jet production at the LHC is needed
and so in this letter we present the first calculation of the
NNLO correction to jet production in perturbative QCD.
Higher order corrections have the potential to change the
size and shape of the cross section and also to reduce the
residual scale dependence in a calculation; we discuss the
extent to which this is true for the NNLO correction to
the fully di↵erential single jet inclusive cross section.
Predictions for jet production at NNLO accuracy re-

quire the relevant tree-level [18], one-loop [19–21] and
two-loop [22–24] parton-level scattering amplitudes as
well as a procedure for dealing with the infrared (IR)
singularities present in both the phase space integrals
and matrix elements, but which cancel in any IR safe
physical observable. Several techniques have been de-
veloped for obtaining finite cross sections at NNLO for
hadronic initial-states: antenna subtraction [25, 26], qT -
subtraction [27], N -jettiness subtraction [28], sector-
improved residue subtraction [29], sector decomposi-
tion [30] and projection to Born [31]. We use the an-
tenna subtraction method, implemented in the parton-
level event generator, NNLOJET [32, 33], to calculate the
single jet inclusive cross section, fully di↵erential in the
jet transverse momentum, pT and rapidity, y.
We include the leading colour contribution from all

partonic subprocesses in all channels. For example, in the
gluon-gluon scattering channel there are three partonic
subprocesses contributing to the double real correction:
gg ! gggg, gg ! qq̄gg and gg ! qq̄qq̄; we include the
contributions which are leading in the number of colours,
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• Recent study on this:
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The Impact of LHC Jet Data on the MMHT

PDF Fit at NNLO
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Abstract

We investigate the impact of the high precision ATLAS and CMS 7 TeV measurements
of inclusive jet production on the MMHT global PDF analysis at next–to–next–to–
leading order (NNLO). This is made possible by the recent completion of the long–
term project to calculate the NNLO corrections to the hard cross section. We find
that a good description of the ATLAS data is not possible with the default treatment
of experimental systematic errors, and develop a simplified solution that retains the
dominant physical information of the data. We then investigate the fit quality and the
impact on the gluon PDF central value and uncertainty when the ATLAS and CMS data
are included in a MMHT fit. We consider both common choices for the factorization
and renormalization scale, namely the inclusive jet transverse momentum, p?, and the
leading jet p?, as well as the di↵erent jet radii for which the ATLAS and CMS data
are made available. We find that the impact of these data on the gluon is relatively
insensitive to these inputs, in particular the scale choice, while the inclusion of NNLO
corrections tends to improve the data description somewhat, and gives a qualitatively
similar though not identical impact on the gluon in comparison to NLO.

1 Introduction

Parton distribution functions (PDFs) are a fundamental input into hadron collider physics for
both the theoretical and experimental particle physics communities, see [1] for a recent review.
The dominant experimental input in determining PDFs comes from data on deep inelastic
scattering (DIS) structure functions, with the final combined HERA Run I+II dataset being
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Abstract

The inclusive jet cross-section is measured in proton–proton collisions at a centre-of-mass energy
of 7 TeV using a data set corresponding to an integrated luminosity of 4.5 fb−1 collected with the
ATLAS detector at the Large Hadron Collider in 2011. Jets are identified using the anti-kt algorithm
with radius parameter values of 0.4 and 0.6. The double-differential cross-sections are presented
as a function of the jet transverse momentum and the jet rapidity, covering jet transverse momenta
from 100 GeV to 2 TeV. Next-to-leading-order QCD calculations corrected for non-perturbative ef-
fects and electroweak effects, as well as Monte Carlo simulations with next-to-leading-order matrix
elements interfaced to parton showering, are compared to the measured cross-sections. A quantita-
tive comparison of the measured cross-sections to the QCD calculations using several sets of parton
distribution functions is performed.

c⃝ 2015 CERN for the benefit of the ATLAS Collaboration.

Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.

The simulation using a matched parton shower has a more coherent treatment of the e↵ect of parton
showers and hadronisation than the approach using a fixed-order NLO QCD calculation corrected for non-
perturbative e↵ects. However, ambiguities in the matching procedure and the tuning of the parton shower
parameters based on processes simulated only at leading order by Pythia 8 may introduce additional
theoretical uncertainties. Therefore, quantitative comparisons using theoretical uncertainties based on
Powheg are not performed in this paper.
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Figure 5: Inclusive jet cross-section as a function of jet pT in bins of jet rapidity. The results are shown for jets
identified using the anti-kt algorithm with R = 0.4. For better visibility the cross-sections are multiplied by the
factors indicated in the legend. The data are compared to the NLO QCD prediction with the MMHT2014 PDF set
corrected for non-perturbative and electroweak e↵ects. The error bars indicate the statistical uncertainty and the
systematic uncertainty in the measurement added in quadrature. The statistical uncertainty is shown separately by
the inner vertical line.
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ATLAS jet data - a Challenge
• ATLAS jet data at 7 TeV- extends 

over ~ 11 orders of magnitude, with 
by eye a successful QCD 
description!

• However, devil is in detail: fit 
quality,                      , is actually 
very poor.

• Similar effect seen in 8, 13 TeV data. 
What is going on*? And what about 
PDFs?Table 3: Summary of �2/ndf obtained from the comparison of the inclusive jet cross-section and the NLO QCD

prediction for various PDF sets and scale choices for anti-kt jets with R = 0.4 and R = 0.6, for several pT cuts, using
all |y| bins. All the corresponding p-values are⌧ 10�3.

�2/ndf pjet,max
T pjet

T
R = 0.4 R = 0.6 R = 0.4 R = 0.6

pT > 70 GeV
CT14 349/171 398/171 340/171 392/171
HERAPDF2.0 415/171 424/171 405/171 418/171
NNPDF3.0 351/171 393/171 350/171 393/171
MMHT2014 356/171 400/171 354/171 399/171
pT > 100 GeV

CT14 321/159 360/159 313/159 356/159
HERAPDF2.0 385/159 374/159 377/159 370/159
NNPDF3.0 333/159 356/159 331/159 356/159
MMHT2014 335/159 364/159 333/159 362/159
100 < pT < 900 GeV
CT14 272/134 306/134 262/134 301/134
HERAPDF2.0 350/134 331/134 340/134 326/134
NNPDF3.0 289/134 300/134 285/134 299/134
MMHT2014 292/134 311/134 284/134 308/134
100 < pT < 400 GeV
CT14 128/72 149/72 118/72 145/72
HERAPDF2.0 148/72 175/72 141/72 170/72
NNPDF3.0 119/72 141/72 115/72 139/72
MMHT2014 132/72 143/72 122/72 140/72

model [50,51,56] the correlations of most uncertainties in the jet energy measurement are generally well
known.

Where this is not the case, alternative correlation scenarios are provided alongside the default scenario:
the "weaker" correlation scenario proposed in Ref. [56] was tested, and found to yield �2 reductions by
up to about 12 units for some phase-space regions.

Correlations of the uncertainties that are based on simple comparisons between two options (two-point
systematic uncertainties), e.g. systematic uncertainties due to di↵erences between the fragmentation mod-
els in Pythia [30] and Herwig++ [39], are not well defined and therefore di↵erent levels of correlations
can in principle be used. Concerning the theoretical prediction, the correlations are not well defined for
the uncertainty related to the scale variations, the uncertainty related to the alternative scale choice and the
uncertainty due to the non-perturbative corrections. For this reason, this analysis investigated in detail the
impact of alternative correlation scenarios for the largest sources of two-point experimental uncertainties,
as well as for the theoretical uncertainties.

The impact of fully decorrelating (in both pT and |y|) any of those two-point systematic uncertainties was
checked. Potentially important e↵ects are observed when fully decorrelating the uncertainty due to the
response di↵erence between quark- and gluon-induced jets (JES Flavour Response), the jet fragmentation
uncertainty in the multijet balance (JES MJB Fragmentation) and the uncertainty in the density of pile-

23
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�2/dof ⇠ 2� 3

*Similar poor description in fact also seen by CMS 
prior to further internal error decorellation.



Dealing with Correlated Errors

• Adding in           correlated systematics, this becomes:

Well known examples are the original Aivazis-Collins-Olness-Tung (ACOT) [37] and Thorne-

Roberts (TR) [38] schemes, and their more recent refinements [39, 40, 41]. The MSTW analysis

[1] adopted the more recent TR’ prescription in [41].

Ideally one would like any GM-VFNS to reduce exactly to the correct fixed flavour number

scheme at low Q2 and to the correct zero-mass VFNS as Q2 ! 1. This has been accomplished

in [34], by introducing a new ‘optimal’ scheme which improves the smoothness of the transition

region where the number of active flavours is increased by one. The optimal scheme is adopted

in the present global analysis.4

In general, at NLO, the PDFs, and the predictions using them can vary by as much as

2% from the mean value due to the ambiguity in the choice of the GM-VFNS, and a similar

size variation feeds into predictions for e.g. W,Z and Higgs boson production at colliders. At

NNLO there is far more stability to varying the GM-VFNS definition. Typical changes are less

than 1%, and then only at very small x values. This is illustrated well by the plots shown in

Fig. 6 of [34]. Similarly predictions for standard cross sections vary at the sub-percent level at

NNLO.

2.5 Treatment of the Uncertainties

All data sets which are common to the MSTW2008 and the present analysis are treated in

the same manner in both, except that the multiplicative, rather than additive, definition of

correlated uncertainties is used, as discussed in more detail below. All new data sets use the

full treatment of correlated uncertainties, if these are available. For some data sets these are

provided as a set of individual sources of correlated uncertainty, while for others only the final

correlation matrix is provided.

If only the final correlation matrix is provided, then we use the expression

�2 =

N
ptsX

i=1

N
ptsX

i=j

(Di � Ti)(C
�1)ij(Dj � Tj), (14)

where Di are the data values Ti are the parametrised5 predictions, and Cij is the covariance

matrix.

In the case where the individual sources of correlated errors are provided the goodness-of-fit,

�2, including the full correlated error information, is defined as

�2 =

N
ptsX

i=1

 
Di +

PN
corr

k=1 rk�
corr
k,i � Ti

�uncorr
i

!2

+
N

corrX

k=1

r2k, (15)

4We do not treat the top quark as a parton, i.e. even at high scale we remain in a 5 flavour scheme. Even
at LHC energies the mass of the top quark is quite large compared to any other scale in the process, and the
expressions for the cross sections for top production are all available in the scheme where the top appears in
the final state.

5The parameters are those of the input PDFs, the QCD coupling ↵s(M2
Z) and the nuclear corrections.

13

i.e. the data points allowed to shift by                                      Di ! Di +
N

corrX

k=1

rk�
corr

k,i

with penalty of      due to size of shift for each source of correlated error, 
calculated (analytically) to achieve the smallest overall     .

r2k
�2

29

• Simple case of statistical (uncorrelated) errors only: �2 =

NptsX

i=1

✓
Di � Ti

�uncorr

i

◆
2

N
corr

• Simplest example - an overall normalization (e.g. luminosity):

�corr

lumi,i = �
lumi

Di �lumi : fractional lumi. uncertainty

simply shifts data uniformly up/down by some fraction                , with single 
penalty term.

1 + �lumi



ATLAS jets - systematics
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• The ATLAS systematic errors are completely dominant over the 
statistical in most regions. The shifts from these determine whether the 
theory description is good or not. Di ! Di +

N
corrX

k=1

rk�
corr

k,i

• Plot Data/Theory before and after shift (71 individual sources in 
total):
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Mismatch in one rapidity bin different in form to neighbouring bins but 
these are sensitive to PDFs of same flavour at very similar    and     .

!
x

Q2
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• Data presented in different jet rapidity bins. yj = � ln tan

✓
✓j
2

◆

• Systematic shifts allow good description of individual bins, but not all 
together:

• Might this be due to overly constraining systematic correlations?



Decorrelation - simple approach

Error Number

1
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∑∑∑
bin i

∑∑∑
bin j(ri − rj)2

.

6050403020100

1.6

1.4

1.2

1

0.8

0.6

0.4

0.2

0

Di ! Di +
N

corrX

k=1

rk�
corr

k,i

• Our approach - study this after the fact. Fit individual jet rapidity 
bins and see which systematic shifts want to go in different directions.
• Find in fact only a small number of offenders.
• Simple question - if we loosen correlations, are PDFs affected?

Full 21 62 21,62

�

2
/Npts. 2.85 1.58 2.36 1.27

Table 1: �

2 per number of data points (Npts = 140) for fit to ATLAS jets data [23], with
the default systematic error treatment (‘full’) and with certain errors, defined in the text,
decorrelated between jet rapidity bins.

• Fit to data improves dramatically - little sign of systematic offset.
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• Fit to data improves dramatically - little sign of systematic offset.
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14Figure 4: Data/theory fit as in Fig. 2, for 0.5 < |yj| < 1.0 and 1.0 < |yj| < 1.5, with and
without the labelled systematic errors decorrelated between jet rapidity bins.

combination, is shown in Table 1, and is found to be dramatic. Simply decorrelating jes21,
for example, leads to a reduction of 180 points in �

2, giving almost a factor of 2 decrease in
the �2

/Npts. from 2.85 to 1.58. Decorrelating jes62 in addition gives a �

2
/Npts. of 1.27. The

same data/theory comparisons as in Fig. 2, but including this decorrelation of jes21 and
jes62, are shown in Fig. 4 and are visibly improved, with the additional freedom allowing
the data/theory to shift in the di↵erent rapidity bins and achieve a good overall description.

We note that this corresponds to a simplified version of the alternative correlation sce-
narios presented in [26] subsequently to the discussion in [34]. Here, the impact of a more
conservative partial decorrelation of various sources of uncertainty (including theoretical un-
certainties due to scale choice and variation) in the 8 TeV ATLAS jet data is investigated,
and a comparable although somewhat less dramatic improvement in the data description
quality is found. However, as we will show below, the e↵ect of our simplified decorrelation
model is to improve the fit quality while having a limited e↵ect on the PDFs themselves.
Therefore we do not expect the details of the decorrelation model to have a significant impact
on the final result. Thus, while the correlation between systematic errors should clearly be
determined by physics considerations and not simply the possibility of improving the theory
description of the data, the simplified approach we take is su�cient for our purposes.

7

• Simply allowing a pair of these* to 
change freely between rapidity gives 
a ~ 180 point improvement in      !

• What about the PDF impact?

�2

32
LHL et al., arXiv:1711.05757*Checking with ATLAS that it is not completely 

unreasonable for this choice.
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Figure 5: The impact on the gluon PDF at NNLO of the ATLAS 7 TeV jet data [23],
including two alternative treatments of the correlated systematic errors described in the
text. The percentage di↵erence in comparison to the baseline fit, with no jet data included,
is shown. The jet radii R = 0.4 (0.6) ATLAS data is used in the left (right) plot.

Figure 6: The impact on the gluon PDF at NNLO of the CMS 7 TeV jet data [24], for two
value of jet radii. The percentage di↵erence in comparison to the baseline fit, with no jet
data included, is shown.
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Impact on Gluon
• Despite huge impact on     , allowing this extra freedom has very 
little impact on the gluon itself! PDF fit robust (from evolution, 
presence of other data sets…).

Full 21 62 21,62

�

2
/Npts. 2.85 1.58 2.36 1.27

Table 1: �

2 per number of data points (Npts = 140) for fit to ATLAS jets data [23], with
the default systematic error treatment (‘full’) and with certain errors, defined in the text,
decorrelated between jet rapidity bins.

• Fit to data improves dramatically - little sign of systematic offset.
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• Fit to data improves dramatically - little sign of systematic offset.
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without the labelled systematic errors decorrelated between jet rapidity bins.

combination, is shown in Table 1, and is found to be dramatic. Simply decorrelating jes21,
for example, leads to a reduction of 180 points in �

2, giving almost a factor of 2 decrease in
the �2

/Npts. from 2.85 to 1.58. Decorrelating jes62 in addition gives a �

2
/Npts. of 1.27. The

same data/theory comparisons as in Fig. 2, but including this decorrelation of jes21 and
jes62, are shown in Fig. 4 and are visibly improved, with the additional freedom allowing
the data/theory to shift in the di↵erent rapidity bins and achieve a good overall description.

We note that this corresponds to a simplified version of the alternative correlation sce-
narios presented in [26] subsequently to the discussion in [34]. Here, the impact of a more
conservative partial decorrelation of various sources of uncertainty (including theoretical un-
certainties due to scale choice and variation) in the 8 TeV ATLAS jet data is investigated,
and a comparable although somewhat less dramatic improvement in the data description
quality is found. However, as we will show below, the e↵ect of our simplified decorrelation
model is to improve the fit quality while having a limited e↵ect on the PDFs themselves.
Therefore we do not expect the details of the decorrelation model to have a significant impact
on the final result. Thus, while the correlation between systematic errors should clearly be
determined by physics considerations and not simply the possibility of improving the theory
description of the data, the simplified approach we take is su�cient for our purposes.

7

! Despite initial issues with     , can reliably include in fit.�2

�2
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Impact on Gluon
• We find many other encouraging results. Fit to ATLAS + CMS jets.

• Improvement in description from 
NLO to NNLO - pQCD working as it 
should.

NLO theory NNLO NNLO (no errors)

ATLAS, Rlow 215.3 172.3 179.1

ATLAS, Rhigh 159.2 149.8 153.5

CMS, Rlow 194.2 177.8 182.8

CMS, Rhigh 198.5 182.3 188.8

Table 4: The �2 for the combined NNLO fit to the ATLAS and CMS 7 TeV jet data, excluding
and including the calculated NNLO K–factors, and excluding the errors associated with the
polynomial fit to the K–factors. The p

jet
? factorization/renormalization scale is taken.

of scale. As we will show in the following section, this relative insensitivity is also observed
in the extracted PDFs, in particular for the gluon.

Finally, it is important to clarify the role played by the NNLO jet production theory, in
contrast to the NNLO PDFs, in leading to the improvement in the fit quality at NNLO. In
Table 4 we show the same �2 values as before, resulting from the NNLO fit to the combined
ATLAS and CMS data, but in addition excluding the NNLO K–factors, i.e. applying NLO
theory only to the jet data. We can see that the improvement due to the NNLO corrections
in the fit is still present at roughly the same level as before, with some variation in the
precise amount. We also show the e↵ect of excluding the correlated errors associated with
the K–factor fit described in Section 2. This leads to some small increase in the �

2, as it
must, but the trend is unchanged.

5 Impact of LHC jet data on PDFs

5.1 Central values

In this section we investigate the impact of including the jet data on the PDFs. We concen-
trate on the gluon PDF, as the e↵ect on all quark PDF combinations is significantly smaller.
In Fig. 5 we show the impact of including the ATLAS jet data only in the fit, in comparison to
the MMHT baseline described in the previous section (i.e. with Tevatron jet data omitted).
We show the result with R = 0.4 (0.6) in the left (right) figure, with the di↵erent treatments
of the systematic errors described above. Only the comparison at NNLO is shown here,
leaving the comparison to NLO for the combined fit to be presented below. Unless otherwise
stated, in what follows we take p

jet
? as the choice of scale.

We can see that for both jet radii, despite leading to significantly di↵erent fit qualities,
the partial decorrelation and default error treatments in fact result in quite similar fits for the
gluon PDF, with some softening observed at high x. On the other hand, the full decorrelation
of systematic uncertainties leads to a gluon that is qualitatively di↵erent, being much less
soft at high x, although still consistent within PDF uncertainties. This is perhaps not

10

�2

• Different choices of jet radius and the factorization/renormalization 
scale - either each jet      or the maximum jet      in event. Lead to quite 
different predictions. Find gluon quite insensitive to these choices:
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Figure 7: The impact of the ATLAS [23] and CMS [24] 7 TeV jet data on the gluon PDF at
NLO (left) and NNLO (right). The percentage di↵erence in comparison to the baseline fit,
with no jet data included, is shown. Results are given for ‘low’ and ‘high’ jet radii described
in the text, and for two choices of the factorization scale.

surprising, as the systematic shifts we determine by profiling with respect to the various
correlated uncertainties in (2) have a physical interpretation, giving us the best fit values
of the various experimental parameters and a corresponding best fit measurement that is
shifted with respect to the default. By treating these sources of uncertainty as uncorrelated
across rapidity bins, this connection is largely lost, and in e↵ect an imperfect measurement
that is systematically di↵erent may be fit. The central value of the extracted gluon may then
vary quite significantly. This e↵ect is indeed observed in Fig. 5. Given these results, in what
follows we will simply apply our model of partial error decorrelation, although we note that
in all cases the results are very similar when taking the default treatment.

It is interesting to observe in Fig. 5 that the di↵erence due to the choice of jet radius is
relatively small, and much less than that due to the error treatment, although the higher
R = 0.6 choice leads to a somewhat softer gluon at high x. In Fig. 6 we show the result of
the NNLO fit, including the CMS jet data only, for both jet radii. Here, the impact on the
gluon is relatively flat out to quite high x, where some hardening is observed, albeit within
the large PDF uncertainties in this region. As with the ATLAS data, the larger choice of jet
radius leads to some softening in the gluon in comparison to the lower choice.

In Fig. 7 we now consider the e↵ect of combined fit to the ATLAS and CMS jet on the
gluon. As mentioned above, we take the partial decorrelated treatment of the ATLAS jet
data in what follows. We show results for low and high jet radii, i.e. with R = 0.4 (0.5) and
R = 0.6 (0.7) for the ATLAS (CMS) data, respectively. We also show the e↵ect of taking
the p

max
? scale choice in comparison to p

jet
? . The result at NLO (NNLO) is shown in the left

(right) panel. The impact of the scale choice on the gluon is quite small, of the same order of
or less than that due to the choice of jet radius, although here the di↵erence for the combined
fit is also not dramatic. This is not necessarily to be expected, as the di↵erence between the

12
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Figure 11: The impact on the gluon PDF when fitting the ATLAS [23] and CMS [24] 7 TeV
jet data and Tevatron data [14, 15] individually, as well as including all datasets within the
fit. For the LHC case Rhigh and p

jet
? are taken. The NLO (NNLO) results are shown in the

left (right) plots.

the baseline. For clarity we do not include the PDF uncertainties in this case; these will be
shown below. It will be interesting to see how this situation changes when the full NNLO
corrections are included for the Tevatron predictions.

5.2 PDF Uncertainties

In Fig. 12 we show the impact at NNLO of the ATLAS and CMS jet data on the gluon
PDF uncertainty, for the two choices of jet radii. As in the case of the central values, we
find that the di↵erence due to the scale choice is minimal, and so we only show results
for the p

jet
? scale. The overall impact is seen to be moderate, although not negligible. To

give a clearer comparison, we show the ratios to the baseline PDF uncertainty in Fig. 13
(left). For the higher R choice, for low and intermediate values of x the error reduction
relative to the baseline ranges from 10 � 20%, but for the x ⇠ 0.05 � 0.2 there is little
reduction and in some regions even a slight increase in the error. At high x there is again a
reduction in the uncertainty, although as x approaches 1 and the jet data places little or no
constraint, the quantitative result cannot be taken completely literally, as this will depend on
the precise choice of PDF parameterisation. For the lower R choice the reduction in the PDF
uncertainty is less significant, and the x region where this increases relative to the baseline is
wider. In Fig. 13 (right) we should the results for the higher jet radius choice and for di↵erent
treatments of the ATLAS systematic errors. We can see that the partial decorrelation leads
to a similar, although in some places slightly less constraining, impact on the uncertainties
across the entire x region in comparison to the default treatment, consistent with the impact
on the central values shown before. On the other hand, for fully decorrelated uncertainties
the impact at high x in particular is much less constraining, although in the x ⇠ 0.1 region

18

• Softer gluon at high    , opposite to 
pull of Tevatron jets. These apply 
approx. NNLO only       will this 
change with full theory?

• Reduction in uncertainties over 
broad     region.

Figure 12: The impact on the gluon PDF errors at NNLO of including the ATLAS [23] and
CMS [24] 7 TeV jet data in the global fit. The percentage errors at 68% C.L. are shown,
with the result of the baseline fit, with no jet data included, given for comparison. The left
(right) plots correspond to the for ‘low’ and ‘high’ jet radii described in the text.
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Figure 13: The impact on the gluon PDF errors at NNLO of including the ATLAS [23] and
CMS [24] 7 TeV jet data in the global fit. The ratio of the 68% C.L. errors to the baseline fit
is shown for di↵erent choices of jet radius and treatment of systematic errors in the ATLAS
case.
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Table 4: Summary of the 18 options for splitting the two-point systematic uncertainties into two (first 12 options)
or three (last 6 options) sub-components. One or two sub-components are defined in the table, as fractions of the
original uncertainty. An extra (complementary) sub-component completes them, such that the sum in quadrature of
all the sub-components in each splitting option equals the original uncertainty. L(x,min,max) = (x � min)/(max �
min), for x in the range [min,max], L(x,min,max) = 0 for x < min, L(x,min,max) = 1 for x > max.

Splitting option Sub-component(s) definition(s), completed by complementary
1 L(ln(pT[TeV]), ln(0.1), ln(2.5))· uncertainty
2 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · 0.5· uncertainty
3 L(pT[TeV], 0.1, 2.5)· uncertainty
4 L(pT[TeV], 0.1, 2.5) · 0.5· uncertainty
5 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2)· uncertainty
6 L((ln(pT[TeV]))2, (ln(0.1))2, (ln(2.5))2) · 0.5· uncertainty
7 L(|y|, 0, 3)· uncertainty
8 L(|y|, 0, 3) · 0.5· uncertainty
9 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3)· uncertainty
10 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · p1 � L(|y|, 0, 3)2· uncertainty
11 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 0, 3) · 0.5· uncertainty
12 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · p1 � L(|y|, 0, 3)2 · 0.5· uncertainty
13 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · p1 � L(|y|, 0, 1.5)2· uncertainty

L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1.5, 3)· uncertainty
14 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · p1 � L(|y|, 0, 1)2· uncertainty

L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 1, 3)· uncertainty
15 L(ln(pT[TeV]), ln(0.1), ln(2.5)) · p1 � L(|y|, 0, 2)2· uncertainty

L(ln(pT[TeV]), ln(0.1), ln(2.5)) · L(|y|, 2, 3)· uncertainty
16

p
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · p1 � L(|y|, 0, 1.5)2· uncertaintyp

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1.5, 3)· uncertainty
17

p
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · p1 � L(|y|, 0, 1)2· uncertaintyp

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 1, 3)· uncertainty
18

p
1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · p1 � L(|y|, 0, 2)2· uncertaintyp

1 � L(ln(pT[TeV]), ln(0.1), ln(2.5))2 · L(|y|, 2, 3)· uncertainty
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Tables 5 and 6 show the �2 obtained when applying various splitting options3 to both the experimental (JES
Flavour Response, the JES MJB Fragmentation, JES Pile-up Rho topology) and theoretical uncertain-
ties (the scale variations, the alternative scale choice and the non-perturbative corrections uncertainties)
simultaneously. Results are shown for both the CT14 and the NNPDF3.0 pdf sets.

Table 5: Summary of �2/ndf obtained from the comparison of the inclusive jet cross-section and the NLO QCD
prediction for the CT14 and the NNPDF30 PDF sets and the pjet,max

T scale choice for anti-kt jets with R = 0.4,
for pT > 100 GeV and various de-correlation options (see text) of the JES Flavour Response, the JES MJB
Fragmentation, JES Pile-up Rho topology, the uncertainty related to the scale variations, the uncertainty related
to the alternative scale choice and the uncertainty related to the non-perturbative corrections. All the p-values
corresponding to the �2/ndf in the table are << 10�3.

Splitting options for R = 0.4 CT14 NNPDF3.0
JES Flavour Response Opt 7
JES MJB Fragmentation Opt 17
JES Pile-up Rho topology Opt 18
Scale variations Opt 17
Alternative scale choice Opt 7
Non-perturbative corrections Opt 7 268/159 257/159
JES Flavour Response Opt 7
JES MJB Fragmentation Opt 17
JES Pile-up Rho topology Opt 18
Scale variations Opt 20
Alternative scale choice Opt 17
Non-perturbative corrections Opt 7 261/159 260/159

3 The splitting options shown here are restricted to the ones yielding the largest �2 reductions when splitting either the experi-
mental or the theoretical uncertainties.
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• LHC jet data (7, 8, 13 TeV…) will play major role in NNLO fits. Fit 
stable w.r.t. theory input (scale choice) and jet radius.

• Question of fit quality when fitting all jet rapidity bins. However again 
stability in fit w.r.t. ‘toy’ error decorrelation. Important point: fit all data!

• More recent ATLAS study for 8 TeV jets: modest decorellations of 
various sources of theory and experimental uncertainty.

! Essential for future fits. Our study indicates the fit may not be too 
sensitive to details, but to to be confirmed.
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• LHC data, combined with new NNLO theory, are now playing a  
significant role in constraining the PDFs. Other examples:

• Differential top: increased 
sensitivity vs. total cross section.

• Fits performed with latest 
NNLO theory. Impact on gluon 
at high    .

• Future: double differential?
x

See also http://www.precision.hep.phy.cam.ac.uk/
results/ttbar-fastnlo/

Figure 4.7: Same as Fig. 4.3 but now excluding all top data (total cross-sections and di↵erential distri-
butions). Note the di↵erent scale on the y axis in the left plot.
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Figure 4.8: Same as Fig. 4.4 but now excluding all top data (total cross-sections and di↵erential distribu-
tions). Results are shown for the gluon (left) and charm (right), the PDFs above and their uncertainties
below.

49

R.D. Ball et al., EPJC 77 (2017) no. 10, 663

 0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 0.001  0.01  0.1  1

x

g(x,Q)/gref(x,Q)

Q=100 GeV

HERA baseline

HERA+σ
tt
-

HERA+σ
tt
-
+(1/σ)dσ/dytt

-  0.7

 0.8

 0.9

 1

 1.1

 1.2

 1.3

 0.001  0.01  0.1  1

x

g(x,Q)/gref(x,Q)

Q=100 GeV

Global baseline

Global+σ
tt
-

Global+σ
tt
-
+(1/σ)dσ/dytt

-

Figure 21: The impact of the LHC 8 TeV inclusive top quark pair data on the gluon PDF [370]. The results with
the total cross section data only, and with the normalized ytt distribution included in addition are shown, relative to
HERA–only (Left) and global fit (Right) baselines is shown.

number of experimental data points. See also [373] for related work based on approximate NNLO cal-
culations. An important result of the investigations of [370] was that the constraints from the normalized
distributions were in general superior to those from their absolute counterparts, most likely because of the
cancellation of systematic uncertainties that takes place in this case. In addition, top quark di↵erential dis-
tributions at 8 TeV from the LHC have been included in the recent NNPDF3.1 global analysis, and other
groups have also studied the impact of this data into their PDF fits in a preliminary form.

A challenge in the study of [370] was the observed tension between some of the ATLAS and CMS dis-
tributions, such as mtt̄, which prevented their simultaneous inclusion in the global fit. While the underlying
cause of these discrepancies is still under investigation, this limitation was bypassed by identifying pairs
of distributions which could be fitted with good quality at the same time and that exhibited comparable
constraining power. Further investigations of this issue, including 13 TeV data and comparisons between
data and theory in terms of lepton and jets observables, should be able to shed more light on the origin of
such tension.

In order to illustrate the impact of the top quark pair production data on the large–x gluon, in Fig. 21 we
should how the PDF uncertainties and central value of the gluon are a↵ected by the inclusion of LHC 8 TeV
data, taken from the above study. In particular, we show the results with only the total cross section data,
and with the normalized ytt distribution data included in addition, relative to HERA–only (left panel) and
global fit (right panel) baseline fits. We can see that the impact of the total cross section data is moderate,
in particular for the global fit. On the other hand, when the di↵erential distribution data is included one
clearly sees that the impact is much more significant, highlighting the increase in constraining power of the
di↵erential distributions in comparison to the total cross section data, in particular in the large–x region,
where PDF uncertainties can be reduced by more than a factor of two.

Single top production
In addition to top quark pair production, single top production can also provide in principle useful PDF–

sensitive information. Such a process can proceed via the scattering of a bottom quark with a light quark,
see Fig. 22 (left) for a typical diagram, and will therefore provide information about the b quark PDF. In
addition, due to the presence of the b quark in the initial state, it provides an important testing ground for the
di↵erent heavy quark flavour schemes used in the calculation, analogously to those described in Sect. 2.5 for
the case of DIS structure functions. That is, it is possible to use a n f = 4 massive scheme, a n f = 5 massless
scheme, or a matched scheme interpolating between the two, see the discussion in Refs. [374, 375].

State of the art calculations of this process are based on NNLO QCD theory both for the total cross
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Figure 4.5. Same as Fig. 4.2 for the NNPDF3.1 no-LHC (upper) and collider-only (lower plots) fits.

PDF set �

2
/Ndat

1st bin 2nd bin 3rd bin 4th bin Total

NNPDF3.1 0.68 0.53 0.28 0.47 0.65
NNPDF3.1+ATLAS� 0.70 0.49 0.30 0.46 0.65

MMHT14 0.81 0.73 0.27 0.45 0.70
CT14 0.75 0.65 0.28 0.41 0.64

ABMP16 0.82 0.89 0.20 1.56 1.05

Table 5.1. Same as Table. 4.1 for the ATLAS 13 TeV direct photon production measurements.

based on a relatively small integrated luminosity, Lint = 3.2 fb�1, and therefore its uncertainties
are larger than for the 8 TeV case, explaining the reduced discrimination power.

As can be seen from Table 5.1, the differences in the values of �2 between NNPDF3.1 and
NNPDF3.1+ATLAS� are small. This may be further observed in Fig. 5.1, where we compare
the theory predictions for the 13 TeV data with both NNPDF3.1 and NNPDF3.1+ATLAS�.
In addition to the PDF uncertainties shown in the previous cases (darker bands), here we also
include the scale uncertainties associated with the NNLO QCD calculation (lighter bands), as
discussed below. The two PDF sets are in good agreement with each other and the limited
statistics of the measurement do not allow us to discriminate among them. This can also be seen
from the fact that the experimental uncertainties are significantly larger than the differences
between the two theoretical predictions. It is also interesting to take a closer look at the most
forward rapidity bin of the 13 TeV measurement, which in the 8 TeV case had to be excluded
from the fit. Here instead we find reasonably good agreement between theory and data, although
again, there are larger experimental errors in this bin and therefore one cannot conclude that
the description of the 13 TeV data is better than at 8 TeV.

As mentioned above, we also indicate in Fig. 5.1 the scale uncertainties associated with
the NNLO QCD calculation (shown as the lighter error bands) in addition to the standard
PDF uncertainties. These scale uncertainties have been estimated using the standard practice of
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• Direct photon: sensitivity to 
gluon at intermediate/high   .

• New NNLO calculations allows 
possibility for inclusion in 
precision fits.

x

Motivation
• Direct photon production at LO in QCD occurs 

in 3 ways: the Compton process,     annihilation 
and via the collinear fragmentation of an outgoing 
quark

• Photon production in hadronic collisions is 
directly sensitive to the gluon PDF

• Direct photon data used to be used in very old 
sets but jet measurements from Tevatron 
replaced photons in constraining the gluon

• In 2012 it was shown that all available isolated 
photon production data was consistent with 
NLO QCD calculations

• The precision of most recent LHC data required 
using NNLO QCD theory, which only recently 
became available
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• Photon production in hadronic collisions is 
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sets but jet measurements from Tevatron 
replaced photons in constraining the gluon

• In 2012 it was shown that all available isolated 
photon production data was consistent with 
NLO QCD calculations

• The precision of most recent LHC data required 
using NNLO QCD theory, which only recently 
became available

qq̄

d’Enterria, Rojo (2012)

13

✦ Fitting 8 data points in range [40, 150] GeV, poor fit if w/o K-factors; 
prefer harder gluon ~0.02, softer gluon x>0.1; impact small on quarks 
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predictions vs. data
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Figure 1:

1

PDF correlation

ATLAS 7 Z pT

gluon

•      boson       distribution. 
Sensitive to gluon at high    . 
New NNLO calculation allows 
constraints on PDFs at this 
order.

J. Gao, “Progress on CTEQ-TEA PDFs”, DIS2017

Boughezal et al., Phys. Rev. Lett. 116 (2016) no 15 
152001

Z p?
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J.M. Campbell et al., arXiv:1802.03021



New Calculations- the Photon PDF
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Electroweak (EW) Corrections
• In era of high precision phenomenology at the LHC: NNLO calculations 
rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                                 ).

↵2
S(MZ) ⇠ 0.1182 ⇠ 1

70
↵QED(MZ) ⇠

1

130

! EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X



The Photon PDF

4

Why bother?
• In era of high precision phenomenology at the LHC: NNLO 
calculations rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                         ).

↵2
S(MZ) ⇠ 0.1182 ⇠ 1

70
↵QED(MZ) ⇠

1

130

! EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X

�(x1, µ
2)

�(x2, µ
2)

• Used to talking about the quarks and gluon within a proton, but what 
about photons?
• Consider                  process, with                                    …
• Then can write 

�� ! X X = W+W�, l+l�

�

pp!X+··· = �

��!X ⌦ �(x1, µ
2)⌦ �(x2, µ

2)

�(x, µ2) : The PDF of the photon within the proton
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The Photon PDF - Recent Interest
• Recap: earlier studies indicated potentially big 
contributions to                             … production at large 
invariant masses, with sizeable PDF uncertainties.
• Should we worry?
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FIG. 11. (a) Di↵erential cross section predicted within the E�
6 model with a Z0-boson of mass MZ0 = 3.5 TeV. The black

dashed line represents the pure DY background as default reference, the black solid line the combined (DY + PI) background
including PDFs uncertainty and the red line the full contribution including the Z0 signal. (b) Reconstructed AFB distribution
for the same benchmark including PDF uncertainty. The line color code is the same as in (a). Standard acceptance cuts are
applied (|⌘l| < 2.5 and plT > 20 GeV).

resonances.

A. Narrow width Z0-boson

In this section, we consider the extra heavy Z 0-boson predicted by the E�
6 model [2–5], which is characterized

by a narrow width. The present mass bound for this particle is MZ0 � 2700 GeV [10]. We compare the dilepton
spectrum with the reconstructed AFB for this scenario, with particular emphasis on the theoretical error due to QED
e↵ects. The impact of the inclusion of the PI process in the SM background is shown in Fig. 11 where we display the
di↵erential cross section in the dilepton invariant mass (a) and the reconstructed AFB (b) in the same variable for
MZ0 = 3.5 TeV. The error bands in the plots represent the PDF uncertainties on the corresponding observables.
The sizeable uncertainty generated by the inclusion of the QED e↵ects is evident from the plots. We can moreover
conclude that the reconstructed AFB is more robust against PDF errors than the spectrum, also in the instance of
new physics. The inclusion of the photon induced lepton pairs and their PDF uncertainties is crucial in the estimate
of the significance of the BSM signal. In Fig. 12 we consider the two cases where we (correctly) include the PI
contribution in the SM background, quoting its uncertainties in the overall error, (colored lines) and where the PI
events are considered as part of the new physics signal and the QED PDFs uncertainty in not included in the overall
error (black lines). This comparison is shown for the the dilepton spectrum (upper plots) and the reconstructed AFB
(lower plots), for two di↵erent values of the luminosity L = 300 fb�1 (the project luminosity that will be reached in a
three years time) and L = 3 ab�1 (the project value of the high luminosity LHC upgrade). The significance is defined
as

↵ =
|S �B|

�(S +B)
(VI.1)

where S represents the BSM signal and B is the expected SM background. The overall uncertainty is the quadratic
sum of the statistical and PDF errors, �(S + B)2 = �2

stat +�2
PDF. The PDF error has been estimated as described

in Sect. III, while the statistical error for the two observables is calculated as

�d�
stat =

p
N (VI.2)

�AFB⇤

stat =

r
1�AFB⇤2

N
(VI.3)

where AFB⇤ is the reconstructed AFB and N is the total number of expected SM events. Even if quite basic, this
estimate of the total error and consequently of the significance gives already a fair perspective of the impact of the
PI contribution on the interpretation of BSM searches.
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Fig. 16: Same as Fig. 14 for the production of W+W� pairs at a 100 TeV hadron collider. In the left
plot we have not imposed any acceptance cut, while in the right plot the rapidity of the electroweak gauge
bosons is required to satisfy |⌘W ± |  4.

at 100 TeV can be found in Sect. 8 of this report. In the calculation, we keep the W boson stable so
that we can estimate the effects due only to the `+`� luminosity, as opposed to also the matrix-element
enhancements. In Fig. 16 we show the differential distributions for the invariant mass of the di-boson
pair mW+W � using the same format as for di-lepton production in Fig. 14. In the left plot we have
not imposed any acceptance cut, while in the right plot the rapidity of the electroweak gauge bosons is
required to satisfy |⌘W ± |  4.

First of all, we observe that also for W+W� production the contribution from the lepton PDFs
can be safely neglected, as was the case in di-lepton production. On the other hand, the photon-initiated
contribution dominates over the quark-antiquark annihilation for mW+W � � 7.5 TeV in the case of
realistic selection cuts. One should however take into account that this �� contribution is affected by
very substantial PDF uncertainties for all the relevant range of mW+W � values.

As in the case of di-lepton production, the increase of the relative importance of the �� channel
for large mW+W � is consistent with the behaviour of the ��� and �qq̄ luminosities shown in Fig. 13.
Again, no suppression from s-channel diagrams is present in �� ! W+W� production, leading to a
further relative enhancement with respect to the qq̄ channel at high mW+W � . On the other hand, in the
��-channel the W bosons are produced more peripherally than in the qq̄-channel. Therefore, the cut
in pseudorapidity reduces the relative impact of the �� channel, but it does not modify the qualitative
conclusions.

In Fig. 17 we show a similar comparison as that in Fig. 16, but now plotting the total integrated
cross-section above a minimum value of the invariant mass of the W+W� pair mmin, rather than the
cross-section per bin. The rapidity of the W bosons is restricted to lie in the |⌘W ± |  2.5 (4.0) region
in the left (right) plot. Therefore, the rates for di-boson production will be substantial even for invariant
masses as large as mmin ' 20 TeV, specially if also hadronic decay channels can be reconstructed.

To summarize, in this contribution we have explored the impact of photon- and lepton-initiated

26

l+l�, W+W�, tt

E. Accomando, Phys.Rev. D95 (2017) no.3, 035014

M.L. Mangano et al., CERN Yellow 
Report (2017) no.3, 1-254

43



Extracting the Photon PDF
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Figure 17: Same as 16 for the NNPDF2.3QED NNLO PDF set.

are given by ⟨χ2⟩ = 25.6±164.4. After reweighting the value becomes ⟨χ2⟩ = 1.117±0.098,
thus showing that the χ2 of indvidual replicas has become on average almost as good as
that of the central reweighted prediction.

A first assessment of the impact of the photon-induced corrections and their effect
on the photon PDF can be obtained by comparing the data to the theoretical prediction
obtained using pure QCD theory and the default NNPDF2.3 set, QCD+QED with the
prior photon PDF, and QED+QCD with the final NNPDF2.3QED set. The comparison
is shown in Figs. 12-15 for the NLO sets (the NNLO results are very similar): in the left
plots we show the QED+QCD prediction obtained using the prior PDF set, and in the
right plots the prediction obtained using the final reweighted sets, compared in both cases
to the pure QCD prediction obtained using DYNNLO and the NNPDF2.3 set. At the W,Z
peak, the impact of QED corrections is quite small, though, in the case of neutral current
production, to which the photon-photon process contributes at Born level, when the prior
photon PDF is used one can see the widening of the uncertainty band due to the large
uncertainty of the photon PDF of Fig. 6. At low or high mass, as one moves away from
the peak, the large uncertainty on the prior photon PDF induces an increasingly large
uncertainty on the theoretical prediction, substantially larger than the data uncertainty.
This means that these data do constrain the photon PDF and indeed after reweighting
the uncertainty is substantially reduced.

The final NNPDF2.3QED photon PDF obtained in the NLO and NNLO fits is re-
spectively shown at Q2

0 = 2 GeV2 in Fig. 16 and Fig. 17. We display individual replicas,

23

• How do we determine the photon PDF? One option, natural for PDF 
fitters: simply parameterise and fit to data.
• This was done by NNPDF. However impact on data (DIS and          ) 
generally small      photon poorly determined. In fact precisely this effect 
which lead to findings in previous slides.
• Is this the best we can do?

W,Z

)

R. D. Ball et al., Nucl. Phys. B877 (2013) 290-320
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Recent Work
• Simply fitting in this way is far too conservative, as the photon is in 
fact quite distinct from the QCD partons      QED is a long range force.
• Consider what can generate an initial-state photon at scale                        
(above this determined by usual DGLAP):

??

4

Why bother?
• In era of high precision phenomenology at the LHC: NNLO 
calculations rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                         ).

↵2
S(MZ) ⇠ 0.1182 ⇠ 1

70
↵QED(MZ) ⇠

1

130

! EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X

• Dominant component from 
simple elastic                
emission:

p p

p ! p�

)

• In addition proton may 
break up (inelastic). 
Subleading.

28

Inclusive production

• So far have only considered exclusive production, where both protons 
remain intact. However the               mechanism can also contribute to 
inclusive production processes.

RR

�� ! R

• How do we extend previous calculation to model this?
arXiv:1406.2118

Q0 ⇠ 1GeV
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Elastic Emission

e

p

• What do we know about elastic              
emission?
• A lot - exactly the same process as in 
elastic     scattering!

• The form factors for this are very well measured      by thinking a bit 
more about physics of photon PDF can constrain precisely.
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FIG. 10. (Color) The form factors GE and GM , normal-
ized to the standard dipole, and GE/GM as a function of Q2.
Black line: Best fit to the new Mainz data, blue area: statis-
tical 68% pointwise confidence band, light blue area: exper-
imental systematic error, green outer band: variation of the
Coulomb correction by ±50%. The di↵erent data points de-
pict the previous measurements [2, 4, 43–45, 47, 48, 50, 53, 55–
57, 60, 67, 68, 87–91] as in Refs. [2, 4] with the data points of
Refs. [16, 64, 92] added.

Fit model Input parametrization

Std. dip. Arr.03P Arr.03R Arr.07 F.-W.

Single dipole 1.000 2.193 2.227 2.230 3.216

Double dipole 1.002 1.033 1.001 1.003 1.162

Polynomial 1.000 1.000 1.000 1.000 1.000

Poly. + dipole 1.000 1.000 1.000 1.000 1.000

Poly. ⇥ dipole 1.000 1.000 1.000 1.000 1.000

Inv. poly. 1.000 1.000 1.000 1.000 1.000

Spline 1.000 1.000 1.002 1.002 1.000

Spline ⇥ dipole 1.000 1.000 1.000 1.000 1.000

Friedrich-Walcher 1.005 1.004 1.004 1.004 1.002

TABLE VI. The average achieved �2

red

of the di↵erent model
combinations. Columns: Input parametrizations. Rows:
Models used in the fit.

Fit model Input parametrization

Std. dip. Arr.03P Arr.03R Arr.07 F.-W.

811 829 868 878 860

Single Dipole 0±0.7 29±1 �6±1 �15±1 �2±1

Double Dipole 0±1 10±1 0±2 3±3 81±27

Polynomial 0±7 0±7 0±6 0±6 0±6

Poly. + dipole 0±7 �1±7 0±6 �1±6 0±6

Poly. ⇥ dipole 0±5 0±5 0±4 0±4 0±5

Inv. poly. �1±5 �1±5 0±5 �1±5 0±5

Spline �1±3 �1±3 �3±3 �5±3 0±3

Spline ⇥ dipole 0±3 1±3 �1±3 �2±3 1±3

Friedrich-Walcher 0±1 3±2 �1±2 +2±3 �1±3

TABLE VII. Bias of the di↵erent models for the charge radius
extraction and the width of the radius distribution. Positive
values correspond to an extracted radius larger than the input
radius. Values are in atm.

cept the standard dipole itself. The double-dipole model
reproduces the general shape for most models surpris-
ingly well; however, one cannot extract the radii reliably
as can be seen in the Tables VII and VIII listing the bias
of the radius extraction. All flexible models exhibit only
a small bias here except for the spline for a single input
parametrization. These tables also list the 1� width of
the distributions, i.e., these values are not the error of the
bias, but describe what kind of precision one can expect
from the model for a single experiment. In that sense,
the spline models are more e�cient than the polynomial
models.

Second, we compare the form factors determined with
our broad set of models. Figures 11 show the relative
deviation of the di↵erent models from the spline fit. The
flexible models have a very small spread between them-
selves, at least in the region where a reliable disentan-
glement of the form factors is possible. The less flexible
fits exhibit larger deviations, especially above 0.5 GeV2.

A1 Collaboration, arXiv:1307.6227
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Higher Energy Electron-Proton Scattering
!Use electron beam from SLAC LINAC: 5 < Ebeam < 20 GeV

•Detect scattered electrons using the
“8 GeV Spectrometer”

e!

"

bending magnets 12m

High q2 Measure

P.N.Kirk et al., Phys Rev D8 (1973) 63

High q2 Results

Prof. M.A. Thomson Michaelmas 2011 172

Point-like proton

A.F.Sill et al., Phys. Rev. D48 (1993) 29
R.C.Walker et al., Phys. Rev. D49 (1994) 5671

!Form factor falls rapidly with
•Proton is not point-like 
•Good fit to the data with “dipole form”:

!Taking FT find spatial charge and 
magnetic moment distribution

with
•Corresponds to a rms charge radius

! Although suggestive, does not 
imply proton is composite !

! Note: so far have only considered 
ELASTIC scattering; Inelastic scattering
is the subject of next handout

( Try Question 11)

ep

)
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• With simple model for remaining (small) inelastic                component, 
get precise predictions for photon. No room for large uncertainties!
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Figure 3: The ��, gg, qq and qq PDF luminosities. The �� case is shown for the
NNPDF3.0 [10] set and following the approach of Section 2.2 , while all other luminosities
correspond to the NNPDF set. The corresponding 68% C.L. uncertainty bands are shown
in the NNPDF cases, while an uncertainty band due to varying the incoherent component
between x�(x,Q

0

) = 0 and the upper bound of (11) is shown, although barely visible, for
our prediction.

follow. Nonetheless, it is worth bearing in mind that the e↵ect of these will be to increase
the total uncertainty on the photon PDF somewhat, which should be accounted for in a
complete analysis; for the current purposes, however, this is not necessary.

The same increase in Fig. 3 in the NNPDF uncertainty band at high M

X

for the ��

case is clear. However, interestingly we can see that the trend in the central value of the
NNPDF �� luminosity is remarkably di↵erent compared to the other partons, with the former
decreasing much less rapidly at high M

X

, i.e. high x. On the other hand, our prediction
shows no such significant di↵erence, and roughy follows the same trend as in the quarks.
As discussed in [9] some steepening of the PDF luminosities for the QCD partons may be
expected due to the di↵ering behaviours of ↵

QED

and ↵

s

at higher scales. However this e↵ect,
which is indeed observable in particular upon comparison of our result for the �� and the
gg luminosity, is relatively small and cannot explain the di↵erence seen in the NNPDF case.
We are therefore led to conclude that this potentially significant di↵erence is an artefact of
the large uncertainties in the NNPDF photon PDF; the physically motivated photon PDF
of our approach, which lies towards the lower end of the NNPDF uncertainty band, displays
no significant di↵erence in behaviour at higher x compared to the quarks and gluons.

It is therefore in this higher x region that the importance of including all available infor-
mation about the photon PDF is clearest; by excluding the additional input which comes from
considering the physics of the dominantly coherent photon emission process at the starting
scale Q

0

, the corresponding PDF uncertainties are dramatically over–inflated. By including
this information, as in Section 2.2, the predicted photon PDF at higher x is determined quite
precisely to lie close to the lower edge of the NNPDF uncertainty band. It has for example
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Figure 67: The di↵erential lepton pair production cross sections at
p

s = 13 TeV and 100 TeV with respect to the invariant
mass of the pair Mll, for lepton |⌘| < 2.5 and p? > 20 GeV. The photon–initiated contributions predicted using the LUXqed and
NNPDF3.0QED sets, including the 68% C.L. uncertainty bands. The NLO Drell–Yan cross section, calculated with MCFM [297], is
also shown.

7.2. Electroweak corrections
In addition to the QED photon–initiated corrections discussed above, it can also be important to include

other EW contributions, in particular those arising from virtual EW bosons, in a PDF fit. These correc-
tions are most important at larger invariant masses of the produced system, Q � MW , where virtual EW
contributions receive logarithmic enhancements, see Ref. [520] for a review. In particular, the virtual ex-
change of soft or collinear weak bosons leads to Sudakov logarithms of the form ↵W ln2 Q2/M2

W , where
↵W = ↵/ sin2 ✓W , which can lead to large (negative) corrections for large values of Q. Given that many
of the LHC datasets that enter into the global PDF are sensitive to the TeV region, from high–mass Drell–
Yan production to the large pT tail of Z production and inclusive jets and dijets, the inclusion of such EW
corrections is in general required to achieve the best possible description of experimental data in this region.

The state–of–the–art for EW corrections is NLO, that is O (↵W) relative to the Born–level process, in-
cluding in addition in some cases mixed terms of the form O (↵W↵s) and related terms. These corrections
are available for most of the hadron collider processes that enter a typical global fit, including inclusive jet
and dijet production [246], inclusive electroweak gauge boson production at high pT [44, 330] and high
invariant mass Mll(⌫) [287, 288] and di↵erential top quark pair production [367, 368]. Most of these calcu-
lations are implemented in publicly available programs. For instance, EW corrections to inclusive gauge
boson production are available in programs such as FEWZ [287, 288] and HORACE [293]. The latest version
of MCFM [521] also includes the calculation of weak corrections to Drell–Yan, top quark pair, and dijet pro-
duction at hadron colliders. Recently, there has also been progress in the automation of the calculation of
these corrections, both in the framework of MadGraph5 aMC@NLO [522] and of Sherpa/OpenLoops [523].

In Fig. 68 we show two representative examples of NLO EW corrections for processes relevant for
PDF determinations, computed with MCFM at

p
s = 13 TeV [521]. In the left plot, we show the percentage

NLO EW correction for high–mass dilepton production as a function of Mll. The ZGRAD calculation [292]
is also shown. We see that these corrections are negligible for Mll ⇠< 500 GeV, but that they can become
significant as we increase Mll, reaching �wk ⇠ �20% at 5 TeV. In the right plot, we show the same quantity,
now for dijet production as a function of the invariant mass of the dijet M j j. The two curves correspond to
two possible ways to combine NLO QCD and EW corrections, known as additive (�add) and multiplicative
(�prod). Here the corrections are more moderate (since the Born is a pure QCD process) but they can still
reach a few percent in the region accessible at the LHC. The results of Fig. 68 illustrate how a careful
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p ! X�

Figure 2: The photon PDF x�(x, µ2) subject to the rapidity gap constraint (12), for di↵erent
values of � and for µ2 = 200, 104 GeV2, with the usual inclusive PDF shown for comparison.

We now consider some numerical results. As described above, for the input photon PDF,
following [25] we include a coherent component due to purely elastic photon emission and an
incoherent component due to emission from the individual quark lines, such that

�(x,Q2

0

) = �
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(x,Q2
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) , (15)
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where q
t

is the transverse momentum of the emitted photon, and Q2 is the modulus of the
photon virtuality, given by

Q2 =
q2
t

+ x2m2

p

1� x
, (17)

The functions F
E

and F
M

are the usual proton electric and magnetic form factors

F
M

(Q2) = G2

M

(Q2) F
E

(Q2) =
4m2

p

G2

E

(Q2) +Q2G2

M

(Q2)

4m2

p

+Q2

, (18)

with

G2

E

(Q2) =
G2

M

(Q2)

7.78
=

1
�
1 +Q2/0.71GeV2

�
4

, (19)

in the dipole approximation, where G
E

and G
M

are the ‘Sachs’ form factors. The incoherent

6

• We can write down elastic component of photon PDF:
� transverse mom.

GE , GM : proton electric, magnetic form factors
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LUXqed

• Have discussed how dominant coherent               emission process is 
well constrained from elastic      scattering.
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FIG. 10. (Color) The form factors GE and GM , normal-
ized to the standard dipole, and GE/GM as a function of Q2.
Black line: Best fit to the new Mainz data, blue area: statis-
tical 68% pointwise confidence band, light blue area: exper-
imental systematic error, green outer band: variation of the
Coulomb correction by ±50%. The di↵erent data points de-
pict the previous measurements [2, 4, 43–45, 47, 48, 50, 53, 55–
57, 60, 67, 68, 87–91] as in Refs. [2, 4] with the data points of
Refs. [16, 64, 92] added.

Fit model Input parametrization

Std. dip. Arr.03P Arr.03R Arr.07 F.-W.

Single dipole 1.000 2.193 2.227 2.230 3.216

Double dipole 1.002 1.033 1.001 1.003 1.162

Polynomial 1.000 1.000 1.000 1.000 1.000

Poly. + dipole 1.000 1.000 1.000 1.000 1.000

Poly. ⇥ dipole 1.000 1.000 1.000 1.000 1.000

Inv. poly. 1.000 1.000 1.000 1.000 1.000

Spline 1.000 1.000 1.002 1.002 1.000

Spline ⇥ dipole 1.000 1.000 1.000 1.000 1.000

Friedrich-Walcher 1.005 1.004 1.004 1.004 1.002

TABLE VI. The average achieved �2

red

of the di↵erent model
combinations. Columns: Input parametrizations. Rows:
Models used in the fit.

Fit model Input parametrization

Std. dip. Arr.03P Arr.03R Arr.07 F.-W.

811 829 868 878 860

Single Dipole 0±0.7 29±1 �6±1 �15±1 �2±1

Double Dipole 0±1 10±1 0±2 3±3 81±27

Polynomial 0±7 0±7 0±6 0±6 0±6

Poly. + dipole 0±7 �1±7 0±6 �1±6 0±6

Poly. ⇥ dipole 0±5 0±5 0±4 0±4 0±5

Inv. poly. �1±5 �1±5 0±5 �1±5 0±5

Spline �1±3 �1±3 �3±3 �5±3 0±3

Spline ⇥ dipole 0±3 1±3 �1±3 �2±3 1±3

Friedrich-Walcher 0±1 3±2 �1±2 +2±3 �1±3

TABLE VII. Bias of the di↵erent models for the charge radius
extraction and the width of the radius distribution. Positive
values correspond to an extracted radius larger than the input
radius. Values are in atm.

cept the standard dipole itself. The double-dipole model
reproduces the general shape for most models surpris-
ingly well; however, one cannot extract the radii reliably
as can be seen in the Tables VII and VIII listing the bias
of the radius extraction. All flexible models exhibit only
a small bias here except for the spline for a single input
parametrization. These tables also list the 1� width of
the distributions, i.e., these values are not the error of the
bias, but describe what kind of precision one can expect
from the model for a single experiment. In that sense,
the spline models are more e�cient than the polynomial
models.

Second, we compare the form factors determined with
our broad set of models. Figures 11 show the relative
deviation of the di↵erent models from the spline fit. The
flexible models have a very small spread between them-
selves, at least in the region where a reliable disentan-
glement of the form factors is possible. The less flexible
fits exhibit larger deviations, especially above 0.5 GeV2.

A1 Collaboration, arXiv:1307.6227

p p

• What about inelastic component? Can we not also constrain this from 
well measured inelastic      scattering?

28

Inclusive production

• So far have only considered exclusive production, where both protons 
remain intact. However the               mechanism can also contribute to 
inclusive production processes.

RR

�� ! R

• How do we extend previous calculation to model this?
arXiv:1406.2118

• Yes!         LUXqed study shows precisely 
how this can be done.

!

p ! p�

ep

ep
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• Treatment of Photon put on truly quantitative footing by LUXqed. Photon 
PDF completely determined in terms of      and      structure functions.

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
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(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W
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(x
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, Q2) +
p
µ
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⌫

/(pq)F
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, Q2) up to terms proportional
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, q
⌫
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. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find
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where x = M2/(s � m2

p

), m
p

is the proton mass,
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The same result in terms of parton distributions can

be written as
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where in the MS factorisation scheme
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where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):
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where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,
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where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2
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=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-
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particular, they show that the photon can be written as
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where F
2,L

are the usual proton structure functions, and p
�q

(z) is the LO �q
splitting function. While precise, this form relies upon the approximation
that the quarks and gluons are independent of the photon, i.e. omitting the
impact of the � ! qq splitting on the quarks and gluons themselves. While
this approximation is generally a good one, with corrections being higher
order in ↵, it leads for example to some violation of the momentum sum
rule due to the asymmetry in the treatment of the quark/gluons and the
photon. In [9] this is corrected for by absorbing all momentum violation into
the gluon PDF, but more generally a full treatment of the coupled DGLAP
evolution between the photons and QCD partons, with the input photon
PDF at a scale Q

0

determined using the same physics input as LUXqed
may be preferable.

Comparison
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• As expected, close consistency between MMHTqed and LUXqed 
(similar inputs).

• Bottom line: we have moved beyond era of large photon PDF 
uncertainties. No room for dominant photon-initiated contributions at 
high    .x

Fig. 8. Photon–photon luminosity vs. the invariant mass, MX , of the produced
system at 13 TeV, for the NNPDF3.0QED [31], LUXqed [9] and (preliminary)
MMHTQED sets.

Work towards including the photon PDF within the MMHT framework
is ongoing. In particular, we separate the Q2 integral in (2) into a Q2 <

• Conclusion: photon PDF known to 
% level precision across relevant    .

• Moved beyond era of large photon 
PDF uncertainties. Photon has 
gone from being the poorest to the 
best constrained parton!

x

49

e

p

e

p

Elastic Inelastic

+�(x,Q2) ⇠

A. Manohar et al., Phys. Rev. Lett. 117 (2016) no.24, 100001
A. Manohar et al., JHEP 1712 (2017) 046



• Conclusion from above: photon has gone from being the poorest to 
the best constrained parton! However LUX formula not directly 
amenable to use in PDF fit:

Implementing LUX
2

�, one in terms of standard proton structure functions,
F
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and F
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(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f
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.
We start with the inclusive cross section for l(k) +
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where e
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is the charge of quark flavour i and zp
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(z) =
1 + (1 � z)2. To understand which terms we choose to
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relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q

(z) +
2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
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L)n [33]. Within our accuracy
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(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
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2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-

★ Cross talk between        and    ?
★ Effect of refitting?
★ Neutron PDF?

•  Currently pursued by:

• Also work in early stages for CT.
• In general, all future set should (will?) have photon included by 

default via high precision LUX determination. In more detail…

MMHTQED NNPDF3.1luxQED
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MMHTQED
• Ongoing work towards MMHTQED - connect LUXqed to standard 
DGLAP approach at input scale      .

• Breaking this down:
Q0

2

�, one in terms of standard proton structure functions,
F
2

and F
L

(or F
1

), the other in terms of the proton PDFs
f
a/p

, where the dominant flavour that contributes will be
a = �. Equating the latter with the former will allow us
to determine f

�/p

.
We start with the inclusive cross section for l(k) +

p(p) ! L(k0) + X. Defining q = k � k0, Q2 = �q2 and
x

Bj

= Q2/(2pq), we have

� =
1

4p · k

Z
d4q

(2⇡)4q4
e2
ph

(q2) [4⇡W
µ⌫

(p, q)Lµ⌫(k, q)]

⇥ 2⇡�((k � q)2 �M2) , (1)

where the proton hadronic tensor (as defined
in [32]) is given by W

µ⌫

(p, q) = �g
µ⌫

F
1

(x
Bj

, Q2) +
p
µ

p
⌫

/(pq)F
2

(x
Bj

, Q2) up to terms proportional
to q

µ

, q
⌫

, and the leptonic tensor is Lµ⌫(k, q) =
1

2

(e2
ph

(q2)/⇤2)Tr
⇣
/k
0 ⇥
/q, �µ

⇤
(/k0 +M)

⇥
�⌫ , /q

⇤⌘
. In Eq. (1)

we introduced the physical QED coupling

e2
ph

(q2) = e2(µ2)/(1�⇧(q2, µ2, e2(µ2))), (2)

where ⇧ is the photon self energy and µ is the renormal-
isation scale. We stress that Eq. (1) is accurate up to
corrections of order

p
s/⇤, since neither the electromag-

netic current nor the L̄�l vertex are renormalised.
We find

� =
c
0

2⇡

Z
1� 2xm

p

M

x

dz

z

Z
Q

2

max

Q

2

min

dQ2

Q2

↵2

ph

(�Q2)

"✓
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+

✓
�z2 � z2Q2

2M2

+
z2Q4

2M4

◆
F
L

(x/z,Q2)

#
, (3)

where x = M2/(s � m2

p

), m
p

is the proton mass,
F
L

(x,Q2) = (1+4m2

p

x2/Q2)F
2

(x,Q2)�2xF
1

(x,Q2) and
c
0

= 16⇡2/⇤2. Assuming that M2 � m2

p

, we have
Q2

min

= x2m2

p

/(1� z) and Q2

max

= M2(1� z)/z.
The same result in terms of parton distributions can

be written as

� = c
0

X

a

Z
1

x

dz

z
�̂
a

(z, µ2)
M2

zs
f
a/p

✓
M2

zs
, µ2

◆
, (4)

where in the MS factorisation scheme

�̂
a

(z, µ2) = ↵(µ2)�(1� z)�
a�

+
↵2(µ2)

2⇡

"
� 2 + 3z+

+ zp
�q

(z) ln
M2(1� z)2

zµ2

#
X

i2{q,q̄}

e2
i

�
ai

+ . . . , (5)

where e
i

is the charge of quark flavour i and zp
�q

(z) =
1 + (1 � z)2. To understand which terms we choose to

keep, observe that the photon will be suppressed by ↵L
relative to the quark and gluon distributions, which are
of order (↵

s

L)n, where L = lnµ2/m2

p

⇠ 1/↵
s

. The first
term in Eq. (3) is of order ↵2L(↵

s

L)n, the second one is
of order ↵2(↵

s

L)n. We neglect terms that would be of
order ↵3L(↵

s

L)n or ↵2↵
s

(↵
s

L)n. By requiring the equiv-
alence of Eqs. (3) and (4) up to the orders considered, one
obtains (in the MS scheme):

xf
�/p

(x, µ2) =
1

2⇡↵(µ2)

Z
1

x

dz

z

(Z µ

2

1�z

x

2

m

2

p

1�z

dQ2

Q2

↵2(Q2)

" 
zp

�q
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2x2m2

p

Q2

!
F
2

(x/z,Q2)� z2F
L

⇣x
z
,Q2

⌘#

� ↵2(µ2)z2F
2

⇣x
z
, µ2

⌘)
, (6)

where the result includes all terms of order ↵L (↵
s

L)n,
↵ (↵

s

L)n and ↵2L2 (↵
s

L)n [33]. Within our accuracy
↵
ph

(�Q2) ⇡ ↵(Q2). The conversion to the MS factorisa-
tion scheme, the last term in Eq. (6), is small (see Fig. 2).
From Eq. (6) we have derived expressions up to order

↵↵
s

for the P
�q

, P
�g

and P
��

splitting functions using
known results for the F

2

and F
L

coe�cient functions and
for the QED �-function. Those expressions agree with
the results of a direct evaluation in Ref. [34].
The evaluation of Eq. (6) requires information on F

2

and F
L

. Firstly (and somewhat unusually in a PDF con-
text), we will need the elastic contributions to F

2

and
F
L

,

F el

2

(x,Q2) =
[G

E

(Q2)]2 + [G
M

(Q2)]2⌧

1 + ⌧
�(1� x) , (7a)

F el

L

(x,Q2) =
[G

E

(Q2)]2

⌧
�(1� x) , (7b)

where ⌧ = Q2/(4m2

p

) and G
E

and G
M

are the elec-
tric and magnetic Sachs form factors of the proton (see
e.g. Eqs.(19) and (20) of Ref. [35]). A widely used ap-
proximation for G

E,M

is the dipole form G
E

(Q2) =
1/(1 + Q2/m2

dip

)2, G
M

(Q2) = µ
p

G
E

(Q2) with m2

dip

=

0.71 GeV2 and µ
p

' 2.793. This form is of interest for
understanding qualitative asymptotic behaviours, pre-
dicting f

�/p

(x) ⇠ ↵(1 � x)4 at large x dominated by
the magnetic component, and xf

�/p

(x) ⇠ ↵ ln 1/x at
small x dominated by the electric component. However
for accurate results, we will rather make use of a recent
fit to precise world data by the A1 collaboration [36],
which shows clear deviations from the dipole form, with
an impact of up to 10% on the elastic part of f

�/p

(x)
for x . 0.5. The data constrains the form factors for
Q2 . 10 GeV2. At large x, Eq. (6) receives contribu-
tions only from Q2 > x2m2

p

/(1 � x), which implies that
the elastic contribution to f

�

/p is known for x . 0.9.
Note that the last term in Eq. (6) does not have an elas-

• Constraint at lower scale      comes from measured     . What about larger     ? 
Expression reduces to usual DGLAP:

Q2 F2 Q2

P�q P�g

strong coupling ↵
S

have recently been calculated in [29], and are included here2. Thus, we
have

�(x, µ2) = �(x,Q2

0

) +

Z
µ

2

Q

2
0

↵(Q2)

2⇡

dQ2

Q2

Z
1

x

dz

z

✓
P
��

(z)�(
x

z
,Q2)

+
X

q

e2
q

P
�q

(z)q(
x

z
,Q2) + P

�g

(z)g(
x

z
,Q2)

◆
, (6)

where the input distribution �(x,Q
0

) = �coh(x,Q
0

)+ �incoh(x,Q
0

) and P
�q

(z) and P
�g

(z) are
the NLO (in ↵

S

) splitting functions. At LO we have

P
�g

(z) = 0 , (7)

P
�q

(z) =


1 + (1� z)2

z

�
, (8)

P
��

(z) = �2

3

"
N

c

X

q

e2
q

+
X

l

e2
l

#
�(1� z) , (9)

where the indices q and l denote the light quark and the lepton flavours respectively, see [29]
for the full NLO results. We find that including the NLO form of the DGLAP evolution
reduces the predicted cross section for M

R

= 750 GeV by about 5% compared to LO, with
the suppression being slightly larger at the highest rapidities.

What are the uncertainties on the above expressions? The main source is in fact due
to varying the factorization scale in the photon PDF, indicating the potential importance
of higher–order contributions. Varying µ

R

(in ↵ and ↵
s

) and µ
F

independently between
(M

R

/2, 2M
R

) for M
R

= 750 GeV, we find that there is a ⇠ ±10% variation in the predicted
�� luminosity, and hence in the predicted inclusive cross section. This is dominantly due to
the factorization scale variation, while if we set µ

R

= µ
F

some compensation in fact occurs,
so that the variation is instead ⇠ 5%. There is also some error associated with the PDF
uncertainty of the quark and gluon PDFs which enter the photon DGLAP evolution. Here,
we take MMHTNLO [30] PDFs3: calculating the PDF uncertainty in the usual way we find
less than a ⇠ ±2% variation.

In addition there is some uncertainty due to the quark treatment in the ‘incoherent’
emission term in the input PDF �(x,Q2

0

), and the related question of the choice of starting
scale Q

0

, which acts as an upper limit on the scale for photon emission in both the coherent
and incoherent input components; here we take Q

0

= 1 GeV. We choose to freeze the quark

2Strictly speaking, to be consistent we should also include the �� ! R matrix element at NLO, however if
the experimental value of the R ! �� width is taken this implicitly includes higher order–QCD corrections,
while for the simplest case that R does not couple to coloured particles these corrections are zero.

3Strictly speaking, a set which includes the photon PDF in the fit should be used, however an up–to–
date fit within the framework described in this paper is not currently available, and moreover this will only
influence the PDFs at higher order in ↵, so will be a small e↵ect.

5

Photon due (as we expect) to              emission. Given in terms of known          
PDFs. Must merge with PDFs from global fit.

! q ! q� q, g



MMHTQED
• Ongoing work towards MMHTQED - connect LUXqed to standard 
DGLAP approach at input scale      .

•                : input photon based on LUXqed formula (                             ), 
including uncertainties as in LUX.

•                 : apply standard (               ) DGLAP*.

• Results (as expected) close to LUXqed. Release coming soon.

�(x,Q0) $ F2, FLQ < Q0

Q > Q0

*In fact apply corrections for                            , target mass corrections…�el(x,Q > Q0)
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�� - NNPDF
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 Modelling      fusion��

but in terms of photon parton distribution function (PDF),              .�(x, µ2)

46

Figure 6: �� luminosity at
�

s = 13 TeV in the inclusive and semi–exclusive cases, with
� = 5 for both protons. For demonstration purposes, the semi–exclusive luminosities are
shown both with and without survival e�ects included. In the left hand figure the absolute
luminosities, while in the right hand figure the ratios to the inclusive luminosity are shown.

i = 1, 2, where �i is coupling to the pomeron. However, this is not the only possibility: for
larger x where the quark contribution to H� is more important, it may be more sensible to
instead assume that this coupling is universal, i.e. simply H�

i � F1(t). A further question is
whether the proton form factor F1 is the appropriate choice: it may be be more suitable, in
particular at low x, to take the same form factors as in [37] for the coupling of the pomeron
to the GW eigenstates. In fact, it turns out that these di�erent choices generally have a
small e�ect on the observable predictions; we will comment on this further below.

The corresponding average survival factors for all combinations of photon PDF compo-
nents from each proton are given in Table 1. A large range of expected suppression factors
is evident, with as anticipated S2 for the lower scale (and hence more peripheral) coherent
production process being higher than for the higher scale evolution component. The survival
factor for the incoherent component of the input PDF is seen to be particularly small: this is
due to the (1�G2

E(t)) factor in (20), which accounts for probability to have no intact proton
in the final state, and is therefore peaked towards larger t, i.e. less peripheral interactions,
where it is less likely to produce an intact proton.

These results have important implications for the standard factorisation formula

�(X) =

�
dx1dx2 �(x1, µ

2)�(x2, µ
2) �̂(�� � X) , (29)

14

• Can write LO cross section for the       initiated production of a state      
in the usual factorized form:

��

4

Why bother?
• In era of high precision phenomenology at the LHC: NNLO 
calculations rapidly becoming the ‘standard’. However:

• Thus at this level of accuracy, must consider a proper account of 
EW corrections. At LHC these can be relevant for a range of 
processes (                                                         ).

�2
S(MZ) � 0.1182 � 1

70
�QED(MZ) � 1

130

� EW and NNLO QCD corrections can be comparable in size.

W , Z, WH, ZH, WW , tt, jets...

R

• For consistent treatment of these, must 
incorporate QED in initial state: photon-
initiated production.

X

�(x1, µ
2)

�(x2, µ
2)

• Inclusive production of     + anything else.X
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Figure 66: Left: schematic diagram for the photon–initiated production of a system X, and the corresponding photon
PDFs. Right: the �� luminosity as a function of the invariant mass, MX , of the produced final state. The ratio of
results with O(↵↵S ) and O(↵2) to the leading O(↵) DGLAP evolution shown. Calculated using the approach described
in [478].

analogy to the QCD partons, and moreover as it involves a massless boson in the initial state, higher–order
QED q ! q� and � ! qq splitting will generate collinear singularities that must be absorbed into the
corresponding PDFs. In other words, this will produce QED corrections to the DGLAP evolution of the
PDFs. Another important type of EW corrections relevant for PDF fits, namely those associated to virtual
massive weak boson exchange, are discussed in Sect. 7.2.

QED corrections to DGLAP evolution
The introduction of the photon PDF requires the following straightforward extension of the DGLAP

evolution equations,

Q2 @

@Q2 g(x,Q2) =
X

q,q,g

Pga(x,↵s(Q2)) ⌦ fa(x,Q2) + Pg�(x,↵s(Q2)) ⌦ �(x,Q2),

Q2 @

@Q2 q(x,Q2) =
X

q,q,g

Pqa(x,↵s(Q2)) ⌦ fa(x,Q2) + Pq�(x,↵s(Q2)) ⌦ �(x,Q2),

Q2 @

@Q2�(x,Q2) = P�� ⌦ �(x,Q2) +
X

q,q,g

P�a(x,↵s(Q2)) ⌦ fa(x,Q2). (136)

The splitting functions can then be expanded in powers of both the QCD and QED coupling

Pi j =
X

m,n

✓↵S

2⇡

◆m ✓ ↵

2⇡

◆n
P(m,n)

i j . (137)

The lowest order QED splitting function P(0,1)
�q is due to the same type of Feynman diagram as in the LO

QCD case for P(1,0)
gq , with the gluon simply replaced by a photon, and similarly for Pqq and Pq�. Thus these

are trivially related by suitable adjustments of the colour factors and inclusion of the electric charges eq of
the quark, with

P(0,1)
qq =

e2
q

CF
P(1,0)

qq , P(0,1)
q� =

e2
q

TR
P(1,0)

qg , P(0,1)
�q =

e2
q

CF
P(1,0)

gq , P(0,1)
�� = �2

3

X

f

e2
f �(1 � x) , (138)
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Comparison with LUX

Differences ascribable mainly to difference in the quark and gluon PDFs that
contribute to �INCOHERENT . 6

• Result close to LUXqed, but with some differences due       PDF input.

• Uncertainties at the % level.
Uncertainty Contributions (Proton)

Relative contributions to the proton photon PDF uncertainty well controlled.

• Coherent, Resonance and
Continuum reflect the
experimental uncertainties on
F2 and FL (A1, HERMES and
CLAS collaborations).

• R (�L/�T ): effective uncertainity
on FL. W 2 reflects kinematic cut
between resonance and
continuum contributions to F2.

• Model parameters in the
Renormalon contributions given
a conservative uncertainty
estimate.

10

• QED effects/photon PDF for 
neutron (c.f. fixed target deuteron 
scattering in fit…) also included.

QED Neutron PDFs

8

q, g



‣ Drell-Yan: PI ~ a few %. Comparable to (larger than) PDF 
uncertainties at low (high) mass.
‣               : as high as ~ 30 % for                          , but ~ 1 % at                         
. In both cases comparable to/larger than PDF errors.
‣     : at most at permille level, even at highest       . Well below PDF 
uncertainties.
‣        : can be ~ 5% and larger than PDF uncertainties.
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Figure 4.5. Same as Fig. 4.3 for the production of a W

+
W

� pair, specifically for invariant mass
distribution m

WW

(left) and the transverse momentum of W bosons pW
T

(right plot).
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Figure 4.6. Same as Fig. 4.3 for the invariant mass distribution of top quark pairs m

tt̄

(left) and the
transverse momentum of top quarks pt

T

(right plot) in top-quark pair production at 13 TeV.

of this process from ATLAS and CMS [127,128] might already be sensitive to the photon PDF.

4.3 Top-quark pair di↵erential distributions

Next we turn to study the impact of the PI contributions on di↵erential distributions in top-
quark pair production (see also Refs. [5,47]). In Fig. 4.6 we show the ratio of the PI contribution
over the QCD cross-section for the invariant mass distribution of top-quark pairs m

t

¯

t

and the
transverse momentum of the single top quarks p

t

T

at the 13 TeV LHC. Unlike in the case of
high-mass Drell-Yan production, we find that the PI contribution to top-quark pair production
is negligible even for the highest values of m

tt

and p

t

T

accessible at the LHC. Indeed, in the case
of NNPDF3.1luxQED the size of the PI contribution is at the permille level at most. Therefore,
in theoretical calculations of top-quark pair production with electroweak corrections, the PI
contribution can be safely neglected.

From the comparisons in Fig. 4.6 we also see that the PI correction is somewhat larger
in NNPDF3.0QED but with larger associated uncertainties. Even in this case, at the highest
invariant masses the upper edge of the 68% CL interval indicates that corrections due to the PI
contribution are at most 0.1%. We have also verified that the PI contribution to tt̄ production
is phenomenologically negligible also for other distributions such as the rapidity distribution of
top quarks and top-antitop pairs, y

t

and y

t

¯

t

, respectively.

4.4 Higgs production in association with a vector bosons

The last process that we consider in this section is Higgs production in association with a vector
boson, see Fig. 4.1. PI corrections to this process are known to be significant. In the Higgs
Cross Section Working Group prediction for the total cross-sections, where NNPDF3.0QED is
used, the uncertainty due to the PI contribution is the dominant source of theory error [129].
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Figure 4.2. The ratio of photon-initiated contributions to the corresponding quark- and gluon-initiated
ones for neutral current Drell-Yan production as function of the lepton-pair invariant mass M

ll

in the Z

peak region and central rapidities |y
ll

|  2.5 at
p
s = 13 TeV. We compare NNPDF3.0QED, LUXqed17,

and NNPDF3.1luxQED, with the PI contributions in each case normalized to the central value of the
latter. For reference, we also indicate the value of the PDF uncertainties in NNPDF3.1luxQED.
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Figure 4.3. Same as the right panel of Fig. 4.2 for the low (left) and high (right plot) invariant mass
regions, defined as 15 GeV  M

ll

 60 GeV and M

ll

� 400 GeV respectively.

processes studied in this section. In the following discussion we will therefore restrict ourselves
to comparisons between NNPDF3.0 and NNPDF3.1luxQED.

We now move to study the low- and high-mass regions, defined as 15  M

ll

 60 GeV and
M

ll

� 400 GeV respectively. Drell-Yan low-mass measurements have been presented by ATLAS,
CMS, and LHCb [80,122,123], with the two-fold motivation of providing input for PDF fits and
to study QCD in complementary kinematic regimes. The high-mass region is relevant for BSM
searches that exploit lepton-pair final states, such as those expected in the presences of new
heavy gauge bosons W 0 or Z 0 [124,125].

In Fig. 4.3 we show the same comparison as in the right panel of Fig. 4.2 for the low- and
high-mass regions. In the low-mass case, the PI e↵ects are more significant than in the Z-peak
region, being between 3% and 4% for most of the M

ll

range, consistently larger that the PDF
uncertainty. We find that PI e↵ects in NNPDF3.1luxQED can be up to a factor three larger than
in the NNPDF3.0QED case due to the corresponding di↵erences in the photon PDF at small x.
In the case of the high-mass region, we observe that the e↵ect of the PI contribution computed
with NNPDF3.1luxQED is comparable to the PDF uncertainties for M

ll ⇠> 3 TeV, eventually
becoming as large as ' 10% of the QCD cross-section. These e↵ects are markedly smaller than
in NNPDF3.0QED, where shifts in the cross-section up to ' 80% due to PI contributions were
allowed within uncertainties.

To conclude this discussion on Drell-Yan at the LHC, we have evaluated the ratio of the LO
PI contributions to the NLO QCD cross-sections for the kinematics of the ATLAS high-mass
Drell-Yan measurements at 8 TeV [39]. Both the Bayesian reweighting study of the ATLAS
paper [39] and the analysis of Ref. [21] indicate that this dataset has a considerable sensitivity
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Photon-initiated production at the LHC
• What are the pheno. implications of this? From NNPDF study:



Work in Progress
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Work in Progress - MMHT18 PDFs
• Work towards the next generation of MMHT PDFs is ongoing:
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Figure 2: The di↵erential W+ and W� cross-sections in bins of ⌘e. Measurements, represented
as bands, are compared to NNLO predictions with di↵erent parameterisations of the PDFs
(markers are displaced horizontally for presentation). The bottom panel displays the theory
predictions divided by the measured cross-sections.

The W

+ to W

� cross-section ratio is determined to be

R

W

± = 1.390 ± 0.004 ± 0.013 ± 0.002,

where uncertainties are statistical, systematic and due to the LHC beam energy measure-
ment, respectively.

7.3 Cross-sections as a function of electron pseudorapidity

Born level cross-sections as a function of electron pseudorapidity are tabulated in Ap-
pendix A. The di↵erential cross-sections as a function of ⌘

e are also determined and
shown in Fig. 2. Measurements are compared to theoretical predictions calculated with
the Fewz [15, 16] generator at NNLO for the six PDF sets: ABM12 [35], CT14 [36],
HERA1.5 [37], MMHT14 [38], MSTW08 [39], and NNPDF3.0 [40]. Satisfactory agreement
is observed apart from in the far forward region of the W

+ di↵erential measurement,
where the PDF uncertainties are also greatest.
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★ All LHC Run I data:
‣ Inclusive W, Z.
‣ Jets.
‣ Differential top.
‣ W+c
‣ …

★ Final HERA I+II inclusive and heavy flavour structure data.

★ All with updated theory, in most cases NNLO (W,Z, jets, top, neutrino-
induced DIS…).
★ Precise photon included by default.
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Figure 1: MMHT2014 NNLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2, with associated 68%
confidence-level uncertainty bands. The corresponding plot of NLO PDFs is shown in Fig. 20.

distributions.

The outline of the paper is as follows. In Section 2 we describe the improvements that

we have in our theoretical procedures since the MSTW2008 analysis [1] was performed. In

particular, we discuss the parameterisation of the input PDFs, as well as the improved treat-

ments (i) of the deuteron and nuclear corrections, (ii) of the heavy flavour PDFs, (iii) of the

experimental errors of the data, and, (iv) in fitting the neutrino-produced dimuon data. In

Section 3 we discuss the non-LHC data which have been added since the MSTW2008 analysis,

while Section 4 describes the LHC data that are now included in the fit. The latter Section

concentrates on the description of W and Z production data, together with a discussion of the

inclusion of LHC jet production data.

The results of the global analysis can be found in Section 5. This section starts with a

discussion of the treatment of the QCD coupling, and of whether or not to include ↵S(M2
Z)

as a free parameter. We then present the LO, NLO and NNLO PDFs and their uncertainties,

together with the values of the input parameters. These sets of PDFs are the end products of

the analysis – the grids and interpolation code for the PDFs can be found at [12] and will be

available at [13] and a new HepForge [14] project site is foreseen. An example is given in Fig.

1 which shows the NNLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the

associated one-sigma (68%) confidence-level uncertainty bands.

Section 5 also contains a comparison of the NLO and NNLO PDFs with those of MSTW2008

[1]. The quality of the fit to the data at LO is far worse than that at NLO and NNLO, and

is included only for completeness. In Section 6 we make predictions for various benchmark

processes at the LHC, and in Section 7 we discuss other data sets that are becoming available

3
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Looking to Future - Ultimate PDFs
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• The HL-LHC will provide a vast range of data with a direct impact on the 
PDFs (in particular in poorly known high    region).

•  Question: what exactly can we expect that impact to be?
•  To address this, collaborative effort to produce ‘Ultimate’ PDF set 

ongoing: final precision that can be expected from the HL-LHC (w/ 
possible extension to HE-LHC).

• Produced via pseudo-data generated according to final expected kinematic 
coverage and experimental precision we can expect to reach.

x

?
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Summary

• Understanding of proton structure is an essential element of the LHC 
precision program - encoded in the Parton Distribution Functions 
(PDFs). Have presented a few selective examples.
• High precision LHC data represents both a opportunity and challenge 
for PDF fitters.
• Opportunity - the highest ever precision measurements of standard 
candle SM processes playing significant role in PDF fit
• Challenge - confronting theory with such data not always simple. 
Delicate issues related to e.g. theoretical uncertainties and experimental 
systematics coming to the fore.
• Much progress being made in other areas. One example - the photon 
PDF. New theoretical insight has lead to very precise determination.
• MMHT18 on its way - keep tuned!
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